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Fig. 1. Dynamics of a single oscillator. (a) Behavior of an enabled oscillator,
which produces a limit cycle trajectory. The arrows indicate the motion direc-
tion. (b) Behavior of an excitable oscillator. In this case, it approaches a stable
Þxed point.

unit xi and an inhibitory unityi

�xi = 3xi Š x3
i + 2 Š yi + I i + Si + � (1a)

�yi = � (� (1 + tanh( xi /� )) Š yi ) (1b)

whereI i andSi denote external stimulation and overall internal
input from other parts of the network, respectively, and� is a
noise term. The variable� is set to be a very small positive
number. In this case, (1) deÞnes a typical relaxation oscillator,
as illustrated in Fig. 1. Thex-nullcline of the oscillator is a
cubic, and they-nullcline is a sigmoid. WhenI i > 0, these
nullclines intersect along the middle branch of the cubic and the
oscillator is enabled [see Fig. 1(a)]. WhenI i < 0, the oscillator
approaches a Þxed point [seeFig. 1(b)]; in this situation, the
oscillator is in an excitable state. An excitable oscillator could
be activated if it receives large enough overall inputSi . When
the oscillator becomes oscillatory, its periodic orbit alternates
between a silent phase, corresponding to lowx activity, and
an active phase, corresponding to highx activity. The dynamic
evolution of the oscillator proceeds slowly within the silent or
the active phase, while the alternation between the two phases
occurs on a fast time scale, referred to as jumping.� is a
parameter to control the relative durations of the two phases,
and� determines the steepness of the sigmoid.

The simplest LEGION network is a 2-D grid, as shown in
Fig. 2. An oscillator is connected to its four nearest neighbors,
where the connections are all excitatory. A global inhibitor
receives excitation from every oscillator in the network and

Fig. 2. Architecture of a 2-D LEGION network.

inhibits all the oscillators. The coupling termSi in (1a) is then
deÞned as

Si =
�

j � N ( i )

Wij H (xj Š � x ) Š WzH (z Š � z ). (2)

Here,Wij is a connection weight that determines the amount
of excitation that oscillatorj sends to oscillatori , andN (i ) is
the set of the neighboring oscillators that connect toi , the size
of which can be chosen differently for speciÞc tasks.H denotes
the Heaviside step function. Both� x and � z are thresholds.
An oscillator sends excitation to its neighbors, and the global
inhibitor exerts inhibition, when their activities exceed their
respective thresholds.Wz is the weight of inhibition from the
global inhibitorz, whose activity is deÞned as

�z = � (� � Š z) (3)

where� is a parameter and� � equals one ifxi � � x for at least
one oscillator and zero if otherwise.

The basic dynamics of LEGION can be brießy described as
follows. Once an oscillator is in the active phase, it triggers the
global inhibitor, which attempts to inhibit the entire network.
The inhibition prevents the oscillators of different assemblies
from jumping up but does not affect the oscillators of the same
assembly because of local excitation. An enabled oscillator
propagates its excitation to its neighbors and, from them, to its
further neighbors until all the oscillators of the same assembly
are active. Thus, the dynamics of LEGION is a process of both
synchronization and desynchronization, achieved respectively
by local cooperation through excitatory coupling and global
competition via the global inhibitor [21].

III. LEGION-BASED ROAD EXTRACTION

In this section, the proposed approach for road extraction
is presented, which is summarized in Fig. 3. After LEGION-
based image segmentation, the medial axis points of segments
are extracted, and candidate road points are selected. By es-
tablishing alignment-dependent connections between candidate
points, LEGION is further used to group the points representing
roads. While LEGION has been utilized for image segmen-
tation previously [9], [12], it has not been explored for road
extraction.



4530 IEEE TRANSACTIONS ON GEOSCIENCE AND REMOTE SENSING, VOL. 49, NO. 11, NOVEMBER 2011

Fig. 3. Flow diagram of the proposed system for automatic road extraction.

A. Segmentation

For processing a 2-D image, each oscillator in a LEGION
network corresponds to a pixel of the image and is connected
to its eight nearest neighbors. The connection weight between
two adjacent oscillators is set toWij = IM/(1 + |Ii − Ij |),
whereIi is the value of pixeli andIM is the maximum pixel
value [24].

When handling real images, image noise can cause fragmen-
tation, which impairs LEGION segmentation. To address this
problem, a lateral potential for each oscillator is introduced
[24]. When an oscillator receives large excitation from its
neighborhood, it has a high lateral potential. Such an oscillator
is called a leader. A major oscillator block must contain at
least one leader, while a noisy fragment does not contain
a leader. In the segmentation process, leaders are stimulated
to activate oscillator groups. All the fragments correspond to
oscillators that cannot sustain oscillations and are hence con-
sidered as background. Moreover, to facilitate computation, an
algorithm following the main steps of LEGION dynamics has
been abstracted. A detailed description of this algorithm can be
found [24].

In order to provide better segmentation for road extraction, a
new step is introduced to produce more roadlike segments with
well-localized boundaries. Roads in a digital image appear as
thin and elongated regions. Since leaders are required to be at
the center of large homogeneous regions, roads rarely contain
leaders and thus tend to be segmented to the background. For
example, Fig. 4(b) shows a segmentation result of the image in
Fig. 4(a). In Fig. 4(b), each segment is labeled by a distinct
gray level. As can been seen, while the major regions are
segmented, roads are put into the background, indicated by
black areas. To obtain road segments, each background pixel
is treated as an oscillator and fed into a LEGION network
with a different coupling term where an oscillator is activated
if its corresponding pixel value is close to the mean gray
value of the active oscillators of a neighboring assembly [8].
Each background oscillator is stimulated, and if a stimulated

Fig. 4. LEGION image segmentation. (a) Satellite image containing roads.
(b) Result of LEGION segmentation where each gray level indicates a distinct
segment. (c) Result after the step of obtaining road segments.

oscillator can recruit a large enough oscillator assembly, the
corresponding area is considered as a new segment.

Roads typically have clear boundaries. In order to obtain ac-
curate road segments, boundary information is integrated in the
step introduced earlier. By applying a Laplacian of the Gaussian
Þlter to an image, the pixels on both sides of the boundaries
have large Þlter responses with opposite signs, while the pixels
within the boundaries have small responses. When a stimulated
oscillator propagates its excitation to its neighboring oscillators,
the Þlter responses of the corresponding pixels are checked, and
thresholding is applied so that the propagation stops at the pix-
els immediately outside the boundaries. In particular, for roads
brighter than the surroundings, the propagation stops if Þlter
responses are greater than a small positive number, whereas
for roads darker than the surroundings, the propagation stops
if Þlter responses are smaller than a small negative number.
Whether roads are brighter or darker than the surroundings
depends on the surface materials. For example, asphalt roads
appear dark and cement roads appear bright. The result after
this step with bright road thresholding is shown in Fig. 4(c),
where road segments are attained. Note that, at this stage, a road
will correspond to multiple disconnected segments for many
real images.
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Fig. 7. Road segment extraction. (a) 50× 50 synthetic image containing three interrupted roads. (b) Snapshot at the beginning of dynamic evolution showing
random phases of the corresponding oscillators. (cÐe) Sequence of snapshots after (b) showing extracted road segments. (f) Upper three traces show the combined
x activities of all the oscillators, where the oscillators representing the same pattern are combined in one trace. The bottom trace shows the activityof the global
inhibitor.

processing large real images, the abstracted algorithm of LE-
GION mentioned earlier [24] is adopted in the Þrst and third
stages. To accurately detect the local orientation of an oscillator,
the angles of the lines passing through the oscillator and its
neighbors are calculated in an 11× 11 window. The angles are
rounded to the nearest 10◦, and the orientation of the oscillator
is set to the angle shared by the most neighbors. If the neighbors
sharing the angle are fewer than one-tenth of all the neighbors,
the oscillator is eliminated.

As explained earlier, two kinds of Þlter response thresholding
are applied for dark and bright roads, respectively. Since an
automatic method cannot involve human intervention, both
kinds of thresholding are applied to an image to produce two
segmentation results. Through bright road thresholding, few
and relatively small dark road segments are obtained, which can
rarely generate leaders of dark roads in the road grouping stage.
As a result, bright road thresholding tends to only produce
bright roads. Even if some leaders of dark roads are selected,
the extracted dark roads usually lie within those produced via
dark road thresholding. The same analysis applies for dark road
thresholding. Hence, the Þnal extraction is simply given by
combining the two sets of results.

A number of parameters are used in the system. In LEGION
segmentation, a leader generation method proposed in [9] is
adopted, in which three parameters are involved.Rp is the size
of the neighborhood.Tμ andTσ are two thresholds to reßect
region homogeneity. For the experiments in this paper, they are
Þxed asRp = 3, Tμ = 0.1, andTσ = 2.0. Wz is the inhibition
weight, the choice of which has been discussed at length [24].
For the step of obtaining road segments, the threshold of the

gray value difference is set to 20, and the minimal size of a new
segment is set to 20 pixels.

Six parameters are involved in computing long-range hori-
zontal connections. For both coaxial and transaxial connections,
σψ denotes the standard deviation of the angle Gaussian func-
tion,σd denotes the standard deviation of the distance Gaussian
function, andK denotes the maximum curvature deviation
allowed in order to establish the connections. These parame-
ters capture the curvature tolerance of extracted roads. In the
experiments, Þxed values are used: For coaxial connections,
σψ = 20◦, σd = 30, andK = 15◦, and for the transaxial ones,
σψ = 10◦, σd = 5, andK = 10◦.

There are different types of roads. For example, interstate
roads are more important to extract than Þeld paths. Important
roads appear longer and change directions more smoothly.
Ideally, a system should be able to generate multiple sets of
roads according to their importance. This ßexibility can be
reßected to a certain degree by the parameters of neighborhood
size Np and potential thresholdθp used in leader selection.
Tight parameter constraints lead to fewer leaders with more
prominent roads, which are generally of high importance. On
the other hand, a loose threshold results in more leaders with
smaller roads and also introduces more false alarms that are
roadlike regions.
Wzg is the inhibition weight in the LEGION network for road

grouping. Too large a value may cause incomplete extracted
roads, while too small a value may include nonroad pixels.
Although, in the experiments, this parameter is slightly adjusted
to produce more accurate results, a Þxed value of 0.85 works
well.





YUAN et al.: LEGION-BASED AUTOMATIC ROAD EXTRACTION FROM SATELLITE IMAGERY 4535

Fig. 9. Road extraction from another satellite image. (a) Satellite image
containing two main roads with 300× 200 pixels. (b) LEGION segmentation
result with bright road thresholding. (c) LEGION segmentation result with dark
road thresholding. (d) Road extraction result based on (b). (e) Road extraction
result based on (c). The parameters used here areWz = 40, θp = 55, Np =
60, andWzg = 0.85.

TABLE I
VALID PARAMETER VALUE RANGES FOR

IMAGES IN FIGS. 8(a)AND 9(a)

perspective, the system was applied to the benchmark images
used in the test, and the results were compared with those
provided [15]. The experiments were performed using three
1600 × 1600 IKONOS images, the Ikonos3-Sub1, Ikonos3-
Sub2, and Ikonos1-Sub1, at the resolution of 2 m. Each of the
images has four spectral bands: red, green, blue, and infrared.
In the experiments, the red band is utilized, which gives slightly
better results than the other bands. Like other test participants, a
Normalized Difference Vegetation Index was incorporated into
the approach, which is Þrst computed from the red and the
infrared bands. After segmentation, if 80% of the pixels in a
segment have positive values, the segment is considered to be a
vegetation area and thus discarded in subsequent processing.

For automatic road extraction, two indices, completeness and
correctness, are widely used to quantitatively evaluate extrac-
tion results, which were introduced by Wiedemannet al. [25].
Completeness is the percentage of the reference road pixels
that lie within a buffer area around the extracted roads, and
correctness is the percentage of the extracted road pixels that lie

TABLE II
RESULT OF THEQUANTITATIVE EVALUATION

within a buffer area around the reference roads. In the test, the
buffer width is set to 5 pixels, and the corresponding reference
data are provided in the form of the centerlines of the roads.
Evaluation results of the test participants as reported in [15],
as well as results from the proposed system, are shown in
Table II. For each image, the best result in terms of the average
of completeness and correctness scores is marked in bold.

Ikonos3-Sub1 and Ikonos3-Sub2 are two rural hilly scenes.
Fig. 10(a) and (c) shows the red bands of the images, where the
reference road data are marked in black. The extracted medial
axis points from the proposed method are overlaid on the orig-
inal images and displayed in Fig. 10(b) and (d). It can be seen
from Table II that the results are the most complete for these two
images. Although the correctness rates are lower than the best
results, a close comparison indicates that a considerable portion
of the extracted results, while not matched with the reference
data, are very likely roads based on the image appearance.

Ikonos1-Sub1 is from an urban/suburban area in a hilly
terrain. Fig. 11(a) shows the red band of the image with the
reference road data. It has been stated [15] that this scene is
very challenging for the existing approaches. A large number
of roads are partially occluded or confused with surrounding
objects. The extraction result from the proposed system is
shown in Fig. 11(b), where many highly fragmented roads
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