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L2 Cache

• LinOpt works together with the OS scheduler

• OS scheduler maps applications to cores (e.g. VarF&AppIPC)

• LinOpt then finds (V,F) settings for each core
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LinOpt implementation

• On a core 

• LinOpt uses profile information as input
PMU

• Power management unit (PMU) - e.g., Foxton

•  LinOpt runs periodically as a system process
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LinOpt implementation

Post-manufacturing profiling

Each core: frequency, static power

Dynamic profiling

Each app: dynamic power, IPC

LinOpt
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Outline

• Variation-aware scheduling

• Variation-aware power management

• Defining the optimization problem

• Implementation

• Evaluation

• Conclusions
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Evaluation infrastructure

• Process variation model - VARIUS [IEEE TSM’08]

• Monte Carlo simulations for 200 chips

• SESC - cycle accurate microarchitectural simulator 

• SPICE model - leakage power

• Hotspot - temperature estimation
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Evaluation infrastructure

• 20-core CMP

• 2-issue, OOO cores

• Shared L2 cache

• 32nm technology, 4GHz

24

C1 C2 C3 C4 C5

C6 C7 C8 C9 C10

C11 C12 C13 C14 C15

C16 C17 C18 C19 C20

L2 Cache

L2 Cache

• Multiprogrammed workload:

•  From a pool of SPECint and SPECfp benchmarks
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• VarF: up to 9% throughput improvement over Naive

9%
7% 5% 2% 0%

25

Variation-aware scheduling

2 Threads 4 Threads 8 Threads 16 Threads 20 Threads
0.5

0.6

0.7

0.8

0.9

1.0

1.1

M
IP

S

Goal: Improve CMP throughput

Naive VarF VarF&AppIPC



Radu Teodorescu Variation-Aware Application Scheduling and Power Management

• VarF: up to 9% throughput improvement over Naive

9%
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• VarF&AppIPC scales better with number of threads: 5-10% 
improvement over Naive
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• Goal: maximize throughput 

• Constraint: keep power below budget (75W)

Global power management algorithms:

Variation-aware power management
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Foxton+: baseline

LinOpt: proposed scheme

SAnn: approximate upper bound
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• Goal: maximize throughput 

• Constraint: keep power below budget (75W)

Global power management algorithms:

Variation-aware power management
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• LinOpt: 12-17% improvement over Foxton+, at the same power
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Variation-aware power management

• 30-38% reduction in ED2
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• Low overhead even for large problem size 

28

Time overhead of LinOpt

1 2 4 8 16 20
0

1.5

3.0

4.5

6.0
T

im
e(

m
ic

ro
se

co
nd

s)

Number of threads

50W 75W 100W



Radu Teodorescu Variation-Aware Application Scheduling and Power Management

• Low overhead even for large problem size 

• Up to 6 µs for 20 threads
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• Low overhead even for large problem size 

• Up to 6 µs for 20 threads

• LinOpt runs on a core every 1-10 ms - negligible impact
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Conclusions

• We showed the value of exposing variation in core frequency and 
power to the OS

• Proposed a set of scheduling algorithms

• reduce CMP power consumption (2-16%)

• improve CMP throughput (5-10%)

• Proposed a power management algorithm 

• improve CMP throughput for a given power budget (12-17%)
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