694Z: Introduction to Data Mining: Midterm: Autumn 2013
Instructions 





NAME___________


Answer all questions


State and underline any assumptions


Use backside of sheets for rough work
I. Data Preprocessing   (15 minutes – 15 points)
A For a convergence threshold of 0.2 solve the following missing data problem using the EM algorithm. You are asked to compute an estimate of the mean for the following dataset containing eight elements of which 3 are missing. The data is {1, 5, 9, 4, 20,x,y,z}. Your initial guess for the mean should be 5. Show all steps.

B. For the following dataset:
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Find the optimal cutpoint (split into two intervals) for AttrI using entropy as your basis for discretization.

II. Classification  (35 minutes 35 points)
You are on an island. To survive you must eat mushrooms indigenous to the island. You landed as a party of eight, five of your party are ill. You have the following data to consider. 1 represents yes and 0 represents no in this table.
      Example
IsHeavy
IsSmelly
IsSpotted
IsSmooth
IsPoisonous
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You know whether or not mushrooms A-H are poisonous, but you do not know about U through W.  
A. What is the entropy of IsPoisonous?

B. Which attribute do you choose as the root of the decision tree? Hint: you should be able to figure this out on just inspecting the table.

C. What is the resulting information gain from choosing the above attribute (from your answer to part b)

D.  Build an ID3 decision tree from the training dataset and classify U, V and W.

E.  Build a Naïve Bayesian classifier from the training dataset and classify U, V and W.

III. Clustering (30 points, 30 minutes)
This question relates to the BUPA Liver Disorders dataset:

Relevant information:

 -- The first 5 variables are all blood tests which are thought

    to be sensitive to liver disorders that might arise from

    excessive alcohol consumption.  Each line in the bupa.data file

    constitutes the record of a single male individual.

 Number of instances: 345

 Number of attributes: 7 overall

 Attribute information:

 1. mcv       mean corpuscular volume

 2. alkphos   alkaline phosphotase

 3. sgpt      alamine aminotransferase

 4. sgot      aspartate aminotransferase

 5. gammagt   gamma-glutamyl transpeptidase

 6. drinks    number of half-pint equivalents of alcoholic beverages drunk per day

 7. selector  field used to split data into two sets (those with disorders versus those without disorders)

 Missing values: none

To better understand this dataset you are asked to cluster the dataset excluding the seventh attribute. You may assume that the first six attributes are continuous attributes.

SAMPLE FROM LIVER DATASET

          Mcv   alkphos  sgpt   sgot     gamgt   drinks  selector

PT1
85,
92,
45,
27,
31,
0.0,
1
PT2
85,
54,
47,
33,
22,
0.5,
2
PT3
96,
67,
26,
26,
36,
0.5,
2
PT4
98,
99,
57,
45,
65,
20.0,
1
PT5
91,
57,
33,
23,
12,
8.0,
1
PT6
91,
63,
25,
26,
15,
6.0,
1

NOTE: FOR ANSWERING PARTS A AND B  YOU ARE SUPPOSED TO IGNORE THE 7th ATTRIBUTE (selector).

A. Distance Metrics

The first step in a clustering algorithm is to propose a distance metric. 

i) Compute the normalized Eucledian distance between PT1 and PT4 – use min-max normalization on the sample data such that each attribute has a value between  0 and 1.
B. Clustering Algorithms

i) Using the Manhattan distance metric cluster the above sample using a hierarchical  single-link clustering algorithm. Build the complete dendogram.
C. Clustering Quality: If the desired number of clusters is two for the above algorithm evaluate the quality of the resulting clusters using entropy/information gain. Give the formulae for the initial entropy (before clustering) and the final entropy (after clustering) and compute the difference to identify the gain.

