Talk on Locomotion in Computer Animation

To start off this talk, we need to establish a good working definition of locomotion: to put it most simply, locomotion is how a character moves from place to place.  

Locomotion has been a central issue to computer animation ever since the inception of character animation in computer graphics.  

Locomotion is directly tied to robotics and the study of how to get legged creatures to move naturally and efficiently.   Here is an example of a passive dynamics robot that balances and walks independent of any aids.  <http://mms.tudelft.nl/dbl/research/biped/>  Here is an example of one of the first papers on dynamic legged locomotion for character animation from 1991. <I couldn't find a link -- see attached folder with videos>

While perusing the papers related to locomotion from the last five years, several distinct topics emerged:

 - path & behavior planning

 - level and method of user control

 - motion capture segment selection and blending

 - use of dynamics to create physically accurate motion

 - adapting motion to characters of different size and species

First, let's talk about planning...

One recent paper entitled "A 2-Stages Locomotion Planner for Digital Actors" address how to automatically compute realistic walking sequences while guaranteeing 3D obstacle avoidance.  <http://vrlab.epfl.ch/~jpettre/videos/locoplan1.mpg>  They use a traditional path planning algorithm to calculate a path along the ground for a cylinder that prevents collisions for the legs and hips of the character.  Then they walk the character along this path and find which parts of the upper body will collide and then apply their 'warping' algorithm to change the animation of the upper body -- like when the character ducks under the tree.  It looks pretty convincing in this case, but I'd like to see how their model performs in other environments.  I didn't see any dynamics calculations to keep the center of mass in place -- this oversight could cause some problems for the general case.

The next paper by Wei Shao and Demetri Terzopoulos presents an interesting combination of autonomous path planning as well as individual behavior planning of pedestrians in crowded urban environments.  <http://www.cs.ucla.edu/~dt/videos/pedestrians/>  This is significantly different from simple flocking or other typical crowd behaviors where individuals simply "follow the crowd" but instead act from individual motivations and desires.  Path planning is executed using the typical quad-tree and A* search methods.  Behavior planning ranges from simple reacting behaviors such as collision avoidance all the way up to mental state and action selection driven by things such as curiosity or thirst.  

Moving on to the topic of user control, we once again come to the inescapable fact that different users want different levels of control over their animation systems.  

One system called MetaGait allows user to simply specify a motion path along a 3D surface.  The paper by Harold Sun and Dimitris Metaxas describes a three-layered system that takes the motion path as input and provides physically accurate human walking motion with automatic gait adaptation for different landscapes and rates of path curvature.  <http://cg.cis.upenn.edu/~hsun/ResearchHTML/sig01.html>  They use a combination of mocap clip blending and physical calculations based on saggittal plane angles and step length and height to create the final animation.  Sadly, only the lower half of the body is taken into account.

Another paper entitled Simbicon employs a contol system that used a pose control graph as a sort of FSM to describe the motion transitions.  <http://www.cs.ubc.ca/~van/papers/>  Joint angles reach their targets using proportional derivative controllers and desired motion is tracked using predictive feedback torques that were learned through feedback error learning to provide less stiff, more natural looking motion.  The control system is customizable through the use of controller parameters and you can also interpolate between different controllers.  In the videos they have assigned different controllers to different keystrokes so that the user can alter the activity of the character in real-time.  

There are a plethora of papers on the topic of the optimal blending of motion capture segments.  A good number of these papers come from students of Jessica Hodgins at CMU.

You may recognize this paper from last year when Alla Safanova was applying for a department position.  It seems that this paper is the culmination of a series of papers about this topic.  The have presented a near optimal search method for motion graphs which allows interpolation between two paths and follows a user specified motion curve with added constraints at points of contact configuration change.  <http://graphics.cs.cmu.edu/projects/interpolated_motion_graphs/interpolated_motion_graphs.mov>  They use an anytime version of A* search to find a globally optimal or near optimal solution in the motion graph that satisfies the user's specification.  

This example was impressive but seemed very stiff to me.  This probably comes from only considering kinematics and leaving dynamics out of the picture and using only motion capture data to generate the motion.  There are also quite a few papers dealing with dynamics.

The first paper that we'll discuss deals with optimization of the calculation of physically valid motion synthesis.  It improves upon this idea of motion synthesis from mocap segments by taking into account the physical reality of a character.  This paper hails from Anthony Fang and Nancy Pollard of Brown University.  <http://graphics.cs.cmu.edu/nsp/projects/spacetime/spacetime.html>  They propose a set of objective functions and constraints that lead to analytical linear-time first derivatives so that phyically correct motion can be synthesized efficiently.  Most of their examples are of highly dynamic motion like acrobatics and they are very adamant that none of their examples used mocap data as input.  Though it can be easily incorporated, they emphasize that the user input is minimal.  

One of the dynamics papers deals with swimming.  Yang, Laszlo, and Singh present a method for swim control in a dynamic environment using an interactively user-controlled target, a simplified fluid model, and predefined cyclical strokes.  <http://www.dgp.toronto.edu/~paulyang/swimmer/video.html>  They use a three layered approach to provide input to a PD controller for the swimmer.  The first layer is the basic pose taken from the swim cycle. The second layer is the per-cycle perturbation layer which aligns the arms and the third is the continous perturbation layer which deals with the wrist motion to provide maximum thrust via hand alignment.  They use a steady flow model for the water and thus do not take into account a full CFD model for the liquid for efficiency and stability reasons so they cannot calculate the swimmer's affect on the surrounding water.  

In conclusion, just like any area of comuter animation or computer graphics, the goal is visually pleasing results.  We are so familiar with the way humans move that we are inevitably aware (both consciously and subconsciously) of the smallest mistakes in locomotion.  Obviously many attempts have been made at creative uses and reuses for mocap data.  Some are successful and some are less so, but dynamics and physics are inevitably required to create visually plausible motion.  I suppose that the holy grail of locomotion is to find the perfect balance between the ease of use that comes from employing mocap segement databases and the physical accuracy of dynamic simulations.  The issue of control whether at a low or high level, or somewhere in between will never be resolved, per se, because there are just as many successful control strategies as there are users.  Each person requires something different.  

