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Abstract

We present a seasonal state-space model using Kalman recursions to learn and predict structured behavior patterns.
The model is employed to detect events using the learned expectations of typical scene activity. Abnormal events
are detected when a new observation exceeds the confidence range for the predicted behavior. We demonstrate the
approach for modeling (over multiple days) the number of pedestrians in a scene, door access card-reader activity,
and the departure rate of vehicles from a parking garage. We then use the model to detect abnormal events in each of
these domains. The proposed framework provides a single long-term model by exploiting the natural trends in daily
human activity.

1 Introduction

An important aspect of any intelligent surveillance and monitoring system, beyond person detection and activity
recognition, is the ability to automatically learn/discoverpatternsor trendsof scene behavior over time and to identify
abnormal/anomalous events. As most video cameras are positioned to monitor a fixed area over long periods of time
(even several years), it is not unreasonable to insist that the system should learn the activity trends by observation and
adapt itself through experience (modifying its model parameters). Statistical modeling of activity trends over long
periods can be employed to automatically derive expectations of scene behaviors. Then, any observed behavior that
violates the scene expectation can be considered to be an abnormal event. The main advantage of a statistical approach
is that individual detectors for all possible abnormal events do not need to be hand-crafted.

Due to our highly scheduled lifestyles, human activity tends to exhibit the pervasive phenomenon of “seasonality”,
referring to the tendency to repeat patterns of behavior across time (see [2]). For example, on a college campus many
people will be seenbetweenclasses and fewduring class times (except for the occasional latecomers). In Fig. 1(a),
we show a plot of the number of people present in a particular scene on a campus from 9–10am (sampled every 15
seconds) on a “typical” Monday. In Fig. 1(b) we show the mean±3 SD for each time step computed from multiple
Mondays. There is a fairly large variation at any particular time, however there does exist a structured pattern across
the hour (with a peak at the time between classes, 9:20–9:30am). This pattern is especially visible in the median-
filtered version of Fig. 1(a), as shown in Fig. 1(c). To represent and predict such behavior patterns for event detection,
we will present a new framework and show that both the natural seasonal trendandvariation at each time step must
be considered.

Our approach is to employ a seasonal state-space model for learning, predicting, and validating expectations
of typical scene activity over long periods of time. The method is based on a dual seasonal time series model to
accommodate theunderlying behavior patternand thevariation at each time step. We detect an abnormal event
when a new observation exceeds the confidence range for the predicted (expected) behavior. We demonstrate the
applicability of the approach on multiple data sets and compare the results to alternative methods that use a separate
model for each time step.

The remainder of this paper is described as follows. We begin with a review of related work (Sect. 2). Next we
describe the background and formulation for the proposed seasonal framework (Sect. 3). We then present experimental
results (Sect. 4). Lastly, we conclude with a summary of the research and describe future work (Sect. 5).

2 Related Work

To model activity patterns and detect abnormal events, several graph-based and trajectory-based approaches have been
proposed. A Dynamic Bayesian Network was employed in [10] to model temporally-correlated events for detecting
typical and atypical behaviors. In [8], the trajectories of people were used to build a semantic scene model (entry
zones, paths, junctions) from which activity expectations could be extracted. In [7], a statistical model of pedestrian
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Figure 1: Person counting. (a) Number of people present on a “typical” Monday. (b) Mean±3 SD at each time step
(across multiple Mondays). (c) Median-filtered version of (a).

trajectories was used to learn typical paths and to identify incidents of unexpected behavior. In [3], abnormal patterns
were recognized using chronicle models (time constrained events labeled by situations). A polygonal shape configu-
ration and its deformation for path behaviors of people were examined for abnormal changes in [9]. Anomalous office
activities were detected in [1] by identifying inputs having a low likelihood to an entropically-estimated HMM.

Many of the above methods can be used to learn interesting behavior patterns, but unlike our method they generally
ignore how the occurrence of these behaviors change with respect to time (e.g., over hours or days). For example, a
particular behavior can have event/non-event status depending on the time of day (e.g., person present at 3am vs.
3pm). The novelty of our proposed approach is the exploitation of the natural seasonality of behaviors to learn proper
time-based expectations for detecting abnormal events. Furthermore, we show that examination of both the behavior
pattern and variation are necessary to properly model and evaluate count-based detection data.

3 Seasonal Forecasting

The classical decomposition model for a seasonal time series is an explicit representation composed of the underlying
trend, seasonal variation, andirregular (random) noisecomponents [2]. An advantage to the classical decomposition
model is that we have a representation for an underlying process model of the time series.

The classical decomposition model for a univariate observationy at timet is given by

yt = mt +st +nt (1)

wheremt is the trend component,st is the seasonal component, andnt is noise. The seasonal componentst has a period
of d with the propertiesst+d = st and∑d−1

i=0 st+i = 0 (i.e., zero mean). The choice of the period lengthd is an open
parameter that depends on the application (frequency analysis may offer suggestions) and controls the granularity and
speed of the system. However, the onset and duration of the period is not critical to the framework. The selected time
window for the period need only be consistent (e.g., from day to day).

In Fig. 1(a), the trendmt is a constant value (∼4) with the seasonal values having a unimodal rise-and-fall pattern
over the period (with the addition of noise). Once the three components have been estimated (from training data), the
properties of the time series can be used to predict a future observationyt+n (n-step prediction) by running the model
forward in time. This will be useful for detecting events.

3.1 Seasonal Kalman Filter (SKF)

A state-space representationof the classical decomposition model can be used to avoid the deterministic strictness
of the components by allowing the trend and seasonal components to evolve randomly in a recursive manner [2]. A
state-space model for a time seriesYt (potentially multivariate) consists of two fundamental equations:

Yt = HXt +Wt (2)

Xt+1 = GXt +Vt (3)

Theobservation equation(Eqn. 2) givesYt as a linear function of the state variableXt plus measurement/observation
noiseWt , and thestate equation(Eqn. 3) determines the next stateXt+1 from a linear function of the current state
Xt plus process noiseVt . Typically, the noise is treated as independent of time (dropping the subscriptt), and the
covariance noise matrices are defined asE[WW>] = R andE[VV>] = Q.



The univariate decomposition model (Eqn. 1) can be formulated in a recursive state-space model (here with
Yt = yt ) as follows. First, thed-dimensional stateXt is set to

Xt =
[

mt st st−1 · · · st−d+2
]>

(4)

consisting of the trend (mt ) and the (d−1) most-recent seasonality values (s). The corresponding state and observation
matrices are given by

G =




1 0 0 · · · 0 0
0 −1 −1 · · · −1 −1
0 1 0 · · · 0 0
0 0 1 · · · 0 0
...

...
...

. ..
...

...
0 0 0 · · · 1 0




, H =
[

1 1 0 · · · 0
]

(5)

In this system,G is a state transition matrix, which retains the trend and updates the seasonality values using
the seasonality constraints (with the lastd−1 seasonal values). The matrixH then sums the trend and most current
seasonality value to get the observation (as in Eqn. 1).

With initial values for the state and noise covariances, we can use Kalman recursions to optimally estimate the
state sequence{Xt} for a given observation sequence. The Kalman recursions slowly adapt the model to changes in
the trend and seasonality over time by incorporating new observations into the model.

3.2 Event Detection

The Kalman recursions for the state-space model also propagate an error covariancePt for each stateXt . When
we encounter a new observation, we can use the estimated state error covariance as a means to set the confidence
level/bound (e.g., 90% confidence) for detecting outliers (abnormal events) from the predicted observation.

To transform the state error covariancePt into a covariance measurement in theobservationspace, we use

Ct = HPtH
>+R (6)

We then use the Mahalanobis distance to determine the statistical match of the actual observationYobs
t to the model

predictionYpred
t . The general (multivariate) Mahalanobis distance is given by

D =
√

(Yobs
t −Ypred

t )>C−1
t (Yobs

t −Ypred
t ) (7)

The distanceD is given in standard deviations (SD), therefore we can statistically threshold the distance (e.g.,>3 SD
is a statistical outlier).

The distance calculation could be applied to each new observationYobs
t (at each time step) to detect abnormal

events, followed by an immediate update of the model (with the new observation). However, since we are employing
seasonality constraints in the model, we instead employ a seasonal forecast of theentireperiod and use the state error
covariancePt computed for the first time step as the covariance for the entire period. We only update the model and
recomputeP after the entire period has been evaluated.

This method is used for two reasons. First, the model update with Kalman recursions (including matrix inversions)
can be computationally taxing when the length of the period is large. We can however update the model after the
period on a secondary processor to ensure real-time performance (while the new period is being evaluated on the
primary processor with a different model). Second, if we blindly incorporate severe outliers into the model as they
are encountered, the remaining predictions for the period can be adversely affected. We therefore incorporate the
observations into the model only after the entire period has been examined, and also limit the influence of any outliers
to ±3 SD of the expected value (to allow only slow changes over time). The model prediction step for the next
occurrence of the target period can be performed in real-time. For the experiments in this paper, the total computation
time for predicting the following period and updating the model was typically only a few seconds.

3.3 Extension for SKF Modeling of Activity Counts

The above univariate SKF formulation is well-suited to seasonal patterns, however there is a problem if it is applied
directly to the particular class of seasonal count data shown in Fig. 1 (and in other domains). In that data, there is
a fairly large variation of counts at each time step (across multiple days). Thus, after initialization and training, a
new sequence of observations need only beindividually within the wide tolerance at each time step to be considered
“typical” (see Fig. 1(b)), and thus no strict consideration of the overall “pattern” for the period is enforced. This would
certainly cause a problem if we instead employed a brute-force approach of using an individual mean-variance model
(or Kalman filter) for each time-step.



Consider the case for a new test period of observations with a low activity count between 0-3 at each time step.
In relation to Fig. 1(b), at best only a few outliers near the bump in the time period will be detected as atypical.
Individually, most observations may be within the wide bounds of the model, butcollectivelythere is no rise-and-fall
seasonality across the period as expected. One may be tempted to first filter the counts over the period (to reduce the
variation) and then model the smoother pattern. But unfortunately this would smooth out and ignore any brief, yet
meaningful, spikes or vacancies in the count data. Such rapid events do in fact occur and could be especially prevalent
in time-lapse monitoring.

Our approach is to simply employ two parallel SKF models to account for both the smoothed and raw counts,
allowing us to better model the seasonality with the smoothed counts yet still detect brief spikes/vacancies using the
raw counts. Due to the brief and prominent nature of spikes/vacancies, we found that the use of a median filter is more
appropriate than a linear filter (average or Gaussian) for count data, as the surrounding filtered data is not corrupted.
The key insight into modeling and detecting events from count data is that both the raw countsand the smoothed
counts must be examined. In our method, an event is detected if an outlier is found in either of the raw/smoothed SKF
models (using Eqn. 7). Simple OR-ing is not the only form of a dual (raw, median) SKF model one can employ; it is
only necessary that both types of data are evaluated.

3.4 Model Initialization

For initialization of the SKF model (either raw or median), one needs estimates of four parameters:X0, P0, Q, and
R (defined in Sect. 3.1). For the initial state,X0, we calculate the mean for the first period of the training data and
assign it tomt , and then use the most recent (d−1) mean-subtracted data values as the seasonality estimates forst−d+2

throughst . For the initial state error covarianceP0, we use adiffuse priorof P0 = 105I (begins large and reduces during
training).

To estimate the noise parameters, we first compute the measurement noise covarianceR from training data using
the differences between theautomatic system detectioncounts andground-truth manualcounts when available. When
not available, we assume the noise is mostly process noise and set the measurement noise to a small value (e.g.,R= .1).
Similarly, the process noise covarianceQ is estimated from training data (manual counts) for each model (raw, median)
using the period-long mean trend differences and the mean-subtracted seasonal differences at each time step (across
multiple periods). We average the variances across the time steps to give a single seasonal noise variance. When
ground truth is not available, we perform the same operations using the detected counts. We note that an alternate
maximum likelihood noise estimation process could also be employed for these estimates [2].

4 Experiments

To evaluate the proposed SKF framework, we tested the modeling and event detection approaches with synthetic and
real data sets. We also present results comparing the approach to alternate methods.

4.1 Experiments with Synthetic Data

We created a set of synthetic data similar to the person-count data shown in Fig. 1 to initially test the approach. We
first employed a Gaussian rise-and-fall pattern stretched over a period ofd = 240 (σ = 24). Next the pattern was
shifted up by a constant trend value (∼4). To incorporate the noise, we began by substituting Eqn. 3 into Eqn. 2
(assumingW andV are uncorrelated) to yield

Yt = HGXt−1 +ω (8)

whereω = HV + W and Ω = E[ωω>] = HQH> + R. To initialize the model, we used theQ andR covariances
estimated (using the method provided in Sect. 3.4) from three actual count periods. The noiseω was added to the raw
synthetic data (the data could also be clipped at zero) and the corresponding median data was formed using a 12-tap
causal median filter.

We trained the SKF models (raw, median) using 5 synthetic periods and then analyzed the model on three periods
of new synthetic test data. First we tested a new period generated using the same parameters employed to create the
synthetic training data. As expected the model closely matched the new test data. The largest deviation found (using
Eqn. 7) in the test period was 2.7 SD. Next we applied 4 event spikes (using a constant±10 SD of the noiseω) to
a new test period, as shown in Fig. 2(a). Using a threshold of 3 SD in Eqn. 7, the 4 event spikes (and only those 4)
were detected as events. The median-filtered values were unaffected (as desired) by the events (see bottom plot of Fig.
2(a)), and thus the events were detected solely in the raw count model.

Next, we tested a uniform count of 0 (inactivity) over the 240 samples. The results are shown in Fig. 2(b), in which
61 samples were identified as outliers (using the same 3 SD threshold as before). In this example, most of the outliers
were detected with the median model, but only a few (8) of the events were found in the raw model, thus illustrating
the need for the median-filtered data. We also added several normal periods after the inactivity period to determine
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Figure 2: Event detection with synthetic data (detected events are marked with ‘o’). (a) Event spike. (b) Inactivity.
(Top row is raw counts, bottom row is median counts.)

how long the models would take to recover from the outliers after using the constrained update process (as explained
at the end of Sect. 3.2). The model required 2 periods of normal activity (after the inactivity period) to stabilize and
report absolutely no events (required 3 periods withunconstrained updates).

4.2 Application Domains

We next present results for three real security application domains: person presence, door access, and vehicle exits.
For each of the domains, we present results of our SKF framework and compare to alternative methods. The first
competing model is a simple mean-variance (MV) model applied to both the raw and median counts at each time
step (across multiple periods). The second model is also a mean-variance model, but in this case a single variance is
employed for all time steps (the average variance over all time steps). We refer to this model as mean-single-variance
(MSV). Our SKF model makes a similar variance assumption for the period (as stated in Sect. 3.2).

To provide quantitative results, we collected a perceptual labeling of events in the data for each domain. A scoring
system in which different humans marked the events in the testing data was used. The scorers were presented the
raw/median count sequences of the training data, and were asked to mark each point of the raw/median counts in
the testing data as “normal” or “abnormal”. We then took the majority vote at each time step across the scorers and
computed the accuracy (ratio of the number of correct results to the total number tested) of the different algorithm
results.

4.2.1 Pedestrian Activity

In this experiment, we show the capabilities of our technique to model the number of people in an outdoor scene
during a one-hour period for three different days of the week.

We employed a database of several thermal surveillance video sequences of pedestrian traffic recorded on a uni-
versity campus from 9-10am (time-lapse recorded at 1 frame every 15 sec.) on several Mondays, Wednesdays, and
Fridays at a particular location (15 days, 3600 frames total). The number of pedestrians in each image were manually
counted for estimating the initial parameters of the models (see Sect. 3.4). The manual counts for one Monday are
shown in Fig. 1(a).

To automatically detect the pedestrians in each image, we employed the two-stage template-based method of [4].
The approach initially performs a fast screening procedure using a generalized thermal contour template [5, 6]. Next
an AdaBoosted ensemble classifier using automatically tuned filters is employed to test the hypothesized pedestrian
locations. This method was trained using a sample of 114 frames from the video collection, and then the detector was
used to count the number of pedestrians in all of the images. An example thermal image showing the detection results
is shown in Fig. 3(a).

We assigned a separate raw/median SKF model to each day of the week (e.g., only for Mondays) withd = 240.
Though the overall pattern in each day of the week was somewhat similar, we found that Fridays during that time
period were different enough from Mondays and Wednesdays to warrant a separate model (fewer people were present
in the scene on Fridays). We trained the models (for each day of the week) using 3 typical periods (with manually-
counted pedestrians). The noise covariancesQ and R were estimated from the training data, and a 12-tap causal
median filter was used for smoothing. To set the detection threshold for the raw (or median) model, we tested each
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Figure 3: Security application domains. (a) Pedestrian detection results in thermal imagery. (b) Card-reader door
sensor. (c) Vehicle exit locations (marked with a box) of a parking garage.

MVraw MVdual MSVraw MSVdual SKFraw SKFdual
Pedestrian .8094 .5958 .8828 .6766 .8854 .8859
Door .6569 .6669 .7264 .7292 .7236 .8569
Vehicle .5938 .7500 .6250 .9375 .5104 .7813

Table 1: Comparison of accuracy for SKF, MV, and MSV frameworks on the different data sets.

training day in parallel and selected an outlier threshold such that no events occurred on any of the training data. The
event thresholds (raw/median) were 2.0/1.5, 4.5/1.0, and 3.0/1.0 SD for the Monday, Wednesday, and Friday models,
respectively.

We tested each of the SKF models with two new typical test periods. We additionally tested the Monday model
with data collected on a holiday, as well as with a period in which we placed a synthetic spike of counts simulating a
tour group passing through the scene (since we had no true spikes in this recorded data set). We also trained and tested
the alternative MV and MSV approaches with the exact same training data and thresholds.

We present the accuracy for the methods (including raw-only and dual raw-median versions) in the top row of
Table 1. In this experiment, the SKF models outperform the competing models. Although in this case the SKF only
gains slightly in accuracy when including the median counts, we can see clearly that the SKF outperforms the MV
models by at least 8%. The SKF models are comparable with the MSVraw model, but are slightly better. It is also
interesting to note that in this case the MV and MSV raw models have adecreasein accuracy when the median-filtered
data is included, whereas the SKF results slightly increase. This is because the variance envelope around the median-
filtered data is so tight that many false positives occur in the MV/MSV models with respect to the perceptually-labeled
events.

4.2.2 Card-reader Activity

We next modeled the card-reader door activity in a Computer Science building over four weeks in day-long periods
(from 12:00am–11:59pm). Each lab door in the building has a card-reader sensor (see Fig. 3(b)) that logs access
information in a database whenever the door is opened. We employed only the timestamp information (of all doors) in
the database for our experiments, and binned the timestamps into ten minute intervals (d = 144). An example day-long
period is shown in Fig. 4(a).

Our task again is to model the seasonal behavior and detect abnormal events. Interestingly, due to this experiment,
we found that the sensor logging mechanism would sometimes delay in reporting door accesses, which caused certain
largespikesat times (a backlog of entries would all receive the same timestamp). An example of this anomaly is shown
in Fig. 5(a). This provided an excellent testbed for the approach. We used three weeks (fifteen days) of “typical” data
(i.e. no holidays, weekends, atypical spikes, or inactivity) to train the model. We then tested the SKF models on five
new periods. We set the thresholds to 3.0/1.0 SD for the raw/median detections respectively. We similarly trained the
MV/MSV models and used the same thresholds.

The comparative results are shown in the middle row of Table 1. From these results, we can see that the accuracy
of the MV model is poor (in the 66% range) regardless of whether or not the median-filtered data is considered. The
MSV model performs slightly better, with over 70% accuracy, but again gains no significant improvement with the
median-filtered data. The median counts here had larger variances than those in the first experiment, and therefore
did not introduce as many false positives as in the previous experiment. However, both of these methods do incur
more false positives when the median data is included (from 18 to 211 for MV and 6 to 99 for MSV), but this did not
decrease the accuracy of the MV and MSV models because the number of false negatives was decreased. A single
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Figure 4: Typical card-reader and vehicle activity. (a) Card-reader data over one day. (b) Parking garage data over a
two-hour period. (Top row is raw counts, bottom row is median counts.)
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Figure 5: Periods containing abnormal events in comparison to Fig. 4 for (a) card-reader activity (due to backlog) and
(b) vehicle exits (due to holiday). (Top row is raw counts, bottom row is median counts. Detected events are marked.)

SKF using only raw counts performs comparably to the MSV model. But when the median-filtered data is included,
the dual SKF model outperforms the nearest competing model by over 13%.

4.2.3 Vehicle Activity

The final application consisted of monitoring a parking garage on a university campus and modeling the number of
vehicles exiting the garage over a two-hour period. A color video camera was placed high above the exit gates to
detect the vehicles. An example image is shown in Fig. 3(c). We collected data over a two-hour period between 3:30–
5:30pm, sampled at 1 FPS. We then did a simple region-based background subtraction from a median background
model within two small exit lane locations (marked in Fig. 3(c)). We detected a vehicle in a lane region when more
than 40% of its pixels were detected as foreground. To keep from counting the same vehicle in consecutive frames, we
used the heuristic that after a lane region has become active, it must become inactive before another vehicle exits. We
then binned the data into 2.5 minute intervals (d = 48). An example training period is shown in Fig. 4(b). We trained
our model using three days and tested it using two new periods (one typical, one holiday).

Results for all three models are shown in the bottom row of Table 1. In this case the dual MSV model achieves
the maximum performance. This occurs because the holiday period was perceptually marked asentirely abnormal,
and the past problem with the dual MSV model (usually producing many false positives) becomes an advantage. The
MSV model detected every perceptually marked outlier in the holiday sequence, whereas our model did not detect
any events in the first 15-20 samples of the period (see Fig. 5(b)). This was mainly due to a single large variance (C)



computed and employed for the entire period by our model. The MSV approach also uses a single variance, but it was
much smaller in this experiment.

5 Summary and Conclusions

We presented a seasonal state-based model for learning, predicting, and validating longer-term behavioral patterns
from count data. The approach is based on a recursive state-based model containing the trend, seasonal variation,
and noise over a time period. Predictions for the following period and their confidence are used to detect deviations
(abnormal events) from the expected behavior.

We first showed the performance of the model using synthetic data, and then tested the method with pedestrian
detection counts, entry/exit logs of door activity in a building, and the number of vehicles exiting a parking garage.
Using manually-labeled test data, we compared the framework with alternative mean-variance approaches. In most of
the experiments the SKF framework achieved higher accuracy of detection over the competing models (lower perfor-
mance in the last experiment was mainly due to a large variance employed for the period). Overall, the SKF framework
was able to effectively model the seasonality in both the raw and median counts, both of which arenecessaryfor a
consistent model of behavior.

In future work, we plan to extend the approach to include action recognition labels (e.g. running, walking) in a
multivariate prediction of seasonal presence and action. As seasonal behavior patterns are quite common in our society,
we expect this model to be useful for further study in relation to automatic surveillance and monitoring systems.
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