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Abstract

In this paper, we present a methodology to apply utilization-based admission control to provide hard real-time communication in a scalable fashion. We make admission control scalable by using a configuration-time test to determine a safe utilization level of servers. Admission control at run-time then is reduced to simple utilization tests on the servers along the path of the new flow. Furthermore, we discuss how appropriate route selection improve utilization levels, design a safe route selection heuristic algorithm to achieve high utilization of resources, and derive two bounds on the maximum utilization level for given traffic in a network. We compare the results of our route selection heuristics with that of a shortest-path based algorithm, and find that our heuristics can achieve a much higher maximum utilization level than that of the shortest-path based algorithm.
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1 Introduction

This paper presents a methodology to apply utilization-based admission control to provide hard real-time communication in a scalable fashion. By hard real-time, we mean that packets are delivered from their sources to the destinations within their end-to-end deadlines. Packets delivered beyond their end-to-end deadlines are considered useless. By scalable, we mean that we want to support a large number (say, hundreds of thousands) of flows over a network, while at the same time allowing for high resource utilization.

1.1 Integrated and Differentiated Services

The Integrated Services (intserv) architecture of the IETF [1] is a good example to illustrate the types of problems encountered in admission control for large systems. In Integrated Services, each flow is strictly managed first by admission control at flow establishment time and then by packet scheduling during the lifetime of the flow. At establishment time, the necessary resources for the new flow are allocated, and during the lifetime, the flow is policed to ensure that abnormal behavior of a flow does not affect other flows. This necessitates that information about every flow is kept by each node along the path for admission control and packet forwarding purposes.

Integrated services are difficult to deploy in large-scale high-speed internetworks, as they do not scale well, for two reasons: first, routers are required to maintain status information of flows and schedule packets for large numbers of flows. Second, as the number of flows increases, the run-time overhead incurred for flow establishment and tear-down increases as well. The intserv architecture, therefore, does not provide scalable QoS guaranteed services, due to overhead both at flow establishment and during the flow lifetime.

To make communication service scalable, the overhead of both admission control during flow establishment and packet scheduling during the flow lifetime must be largely independent of the number of flows in the system. One way to achieve this is to aggregate user-level flows: for example, in the Differentiated Services (diffserv) Architecture [31, 32, 33], individual user-level flows are assigned to only a small number of predefined classes. Packets in each class are served by a class-based scheduling policy, such as class-based static priority, or class-based weighted-fair-queuing [4, 5]. As a result, nodes are aware only of aggregations of flows. Each edge router is supposed to aggregate the individual flows into a small number of such aggregate flows.

While the benefits of flow aggregation in terms of reduced overhead for packet scheduling are clear, the question of how to take advantage of flow aggregation for scaling of admission control remains to be answered. In this paper, we address this question in the content of diffserv architecture.

1.2 Utilization-Based Admission Control

Utilization-based methods do implicitly, but naturally rely on workload aggregation to provide scalable and robust schedulability testing and admission control mechanisms. All these techniques define a utilization level below which all the workload using the resource is guaran-
ted to meet its deadline. This utilization level is sometimes called the *worst-case achievable utilization* (WCAU) for that resource [3]. The WCAU can then be compared against the resource utilization during schedulability testing at design time or during admission control at run time to determine whether the workload can be guaranteed to meet its deadlines. A variety of WCAU’s for different settings have been found, e.g., 69% and 100% for preemptive scheduling of periodic tasks on a single server using rate-monotonic and earliest-deadline-first scheduling, respectively [2], or 33% bandwidth utilization for scheduling synchronous traffic over FDDI networks [3].

Unfortunately, previous work on utilization-based methods to provide end-to-end delay guarantees in distributed systems has been limited. WCAU’s have been derived for single servers only, or for some shared servers (like token rings), and can therefore be used only indirectly for systems with multiple servers. This is typically done by deriving the local delay of a flow on each single server from that server’s utilization, and then adding the local delays on all the servers used by the flow.

Most previous studies on utilization-based methods also assumed that either the traffic arrival for each flow is well behaved at the server, or that the traffic for each flow is controlled by some sort of *workload regulation*. Workload regulation in networks can be done explicitly, with the use of *traffic shapers*, or is inherently part of servers with *guaranteed-rate schedulers*, such as weighted-fair-queuing (WFQ) [23, 24], virtual clock (VC) [11], or others. Unfortunately, workload regulation in the network relies on identifying individual flows to regulate, thus eliminating flow aggregation for packet forwarding. While the assumption on workloads being well behaved at the first server may hold, it does not so in systems where flows traverse multiple servers and therefore become more and more jittered as they do so.

In this paper, we derive a highly scalable utilization-based mechanism to perform admission control in computer networks that allow for workload aggregation.

### 1.3 Main Results of This Paper

One of the main results in this paper will be to complement the existing WCAU for single server systems: We will describe a simple algorithm to test whether, for a given utilization level, a set of workloads with end-to-end delay requirements can be guaranteed to meet its deadlines over a network of servers. In particular, we make admission control scalable by using a configuration-time test to determine a safe utilization level of servers. Admission control at run-time then is reduced to simple utilization tests on the servers along the path of the new flow.

The rest of the paper is organized as follows. In Section 2, we describe previous work and our motivation. The underlying network and traffic models for this paper are introduced in Section 3. In Section 4, we give a short overview of the components needed to enable our admission control mechanism. We describe the various configuration steps and the underlying delay computation formulas in Section 5. In Section 6, we illustrate with an experiment that the utilization bounds on assignments are high. A summary of this paper and motivation of future work are given in Section 7.
2 Previous Work

A number of schemes have been proposed to deploy network services that provide QoS guarantees. As described earlier, the intserv architecture is one of such efforts. One step further, the diffserv architecture [31, 32, 33] takes scalability issues into account.

Among the QoS guarantee components, our main interests are admission control and packet scheduling, in terms of end-to-end delay guarantees for real-time services. As far as these two technical aspects are concerned, much research has been proposed in the last decade. First, with some traffic models, a number of end-to-end delay calculation methods have been proposed [13, 14, 19, 20] for a large variety of packet scheduling mechanisms [11, 15, 17, 21, 23, 24, 34]. Finally admission control has been investigated as well [16, 18, 22]. Much of this work addresses admission control and packet scheduling. Some of it deals with meeting end-to-end delay requirements.

Some of the proposals have been implemented and deployed, for example, NetEx, RSVP, and Tenet. NetEx [6, 7] is an example of an implemented system based on extensions of Cruz’s methodology for delay analysis [8, 9]. Essentially, NetEx provides connection-oriented real-time communication service by relying on strict admission control [10]. Tenet Scheme II [26] uses a two-pass resource allocation scheme, with extensive functionality needed for multi-party communication. RSVP [25] has been proposed as the signaling and resource reservation protocol in the intserv architecture. One common point of all these systems is their limited scalability. While they provide real-time services, they are not scalable to a large scale internetwork due to their run-time overhead in admission control and packet scheduling.

Recently, a number of efforts have focused on reducing the negative effect on scalability caused by flow awareness in the signaling protocols. Stoca and Zhang [12] move per-flow information from the core routers to the edge of the network by relying on packets containing the flow state information which core routers rely on for admission control and packet scheduling. The result is that the core router doesn’t need to maintain per flow information anymore but infers it based on the information carried with the packet. The storage of per-flow information has moved to the edge router from the core router, at the expense of additional scheduling overhead at routers and a degree of incompatibility with the traditional IP protocol. We believe that to be scalable over a wide variety technologies, the core router should serve packets with class-based information only, thus rely on flow aggregation.

For the diffserv architecture, much research needs to be done to provide end-to-end delay guarantees. In this paper, we propose a methodology of admission control and packet forwarding schemes that guarantee end-to-end delays for all flows within a differentiated service network [32]. By having off-line end-to-end delay computation, our admission control complexity is definitely lower than those of [6, 7, 8, 9, 10, 12, 26], while guaranteeing end-to-end delay deadlines for all flows. Also, we argue that our system’s run-time overhead should be lower than that of [12], because we use class-based static priority scheduling. To the best of our knowledge, this is the first proposal addressing scalable end-to-end delay guarantees for differentiated services networks.
3 Network and Traffic Models

In this section, we describe the model and define the terminology that will be used in the following sections.

![A Simple Illustration of A Network](image)

**Network, Routers, and Links** The **diffserv** architecture distinguishes two types of routers: **Edge routers** are located at the boundary of the network, and provide support for traffic policing. **Core routers** are within the interior of the network. We assume all routers to have $N$ input links, and all output links to be of capacity $C$, in bits per second. A router is connected to other routers or hosts through its input and output links. Demand of transmitting packets may temporarily exceed the capacity at an output link in a router, and thus packets may suffer some queuing delay at the output buffer. This delay depends on the load of the output link, its capacity, and the adopted scheduling policy.

For the purpose of delay computation, we follow standard practice and model a router as a set of *servers*, one for each router component, where packets can experience queuing delays. Packets are typically queued at the output buffers, where they compete for the output link. We therefore model a router as a set of output *link servers*. All other servers (input buffers, non-blocking switch fabric, wires etc.) can be eliminated by appropriately subtracting constant delays incurred on them from the deadline requirements of the traffic.

Consequently, the network can be modeled as a graph $G = (S, E)$ of connected link servers. The link servers in set $S$ are connected through either links in the network or paths within routers, which both make up the set of edges $E$ in the graph. We use $L$ to denote the diameter of $G$, i.e. the maximum length of the shortest paths in $G$ between any pair of hosts.

We assume that at each link server, a certain percentage of bandwidth is reserved for individual traffic classes. Let $\alpha_i$ denote the percentage of bandwidth reserved for Class $i$. 


It is the responsibility of the admission control module to ensure that the bandwidth usage of individual classes does not go beyond the reserved portion. This is necessary to provide isolation among classes and hence to guarantee end-to-end delays to the flows in each class.

**Flows and Paths** We call a stream of packets between a sender and receivers application service access points a *flow*. Packets of a flow are transmitted along a single path, which we model as a list of link servers.

**Classes of Service** Following the diffserv architecture, flows are partitioned into classes. QoS requirement and traffic specifications of flows at the entrance to the network are defined on a class-by-class basis.

In order to appropriately characterize traffic both at the ingress router and within the network, we use a general traffic disciplines in form of traffic functions and their independent counterpart, maximum traffic functions.

**DEFINITION 1** The traffic function $f_{i,k,j}(t)$ is defined as the amount of the traffic of Class $i$ arriving at Server $k$ at input link $j$ during time interval $[0, t)$.

Traffic functions are cumbersome to handle and not of much help in admission control, as they are time dependent. A time-independent traffic characterization is given by the traffic constraint function, which is defined as follows [8]:

**DEFINITION 2** Function $F_{i,k,j}(I)$ is called the traffic constraint function of $f_{i,k,j}(t)$ if, for any $t > 0$ and $I > 0$,

$$f_{i,k,j}(t + I) - f_{i,k,j}(t) \leq F_{i,k,j}(I). \quad (1)$$

We assume that the source traffic of a flow in Class $i$ is controlled by a leaky bucket with burst size $T_i$ and average rate $\rho_i$. The total amount of traffic generated by this source during any time interval $[t, t + I]$ is bounded by $\min\{C \ast I, T_i + \rho_i \ast I\}$.

The QoS requirements of flows (in our case, end-to-end delay requirements) are specified on a class-by-class basis as well. For our purpose, we define the end-to-end deadline requirement of Class $i$ traffic to be $D_i$. As no distinction is made between flows belonging to the same class, all flows in the same class are guaranteed the same delay. In the following, we will use $d_{i,k}$ to denote the worst-case queuing delay suffered by Class $i$ traffic at Server $k$.

### 4 Resource Management Components

The admission control methodology presented in this papers relies on three components, of which the first is invoked during system configuration and modification to service level agreements, and the remaining two are invoked at flow establishment time and during flow life time, respectively.

1. **Configuration**: Given the network topology and the traffic requirement, the main task of configuration module is the resource assignment for different traffic classes and route determination for the required traffic.
2. Run-time Admission Control: This module makes the admission decision for a new flow at run-time depending on whether or not there is enough resource along the path of the new flow in order to guarantee its QoS requirement.

3. Packet Forwarding: This module controls how packets are scheduled and forwarded in a link server.

Utilization-based admission control makes the admission decision during flow establishment at run-time based only on the usage of resources, that is, their current utilization. This kind of run-time admission control is very efficient and straightforward. It needs only check if the bandwidth is available along the path of the new flow. To be able to do that, safe levels of utilization need to be determined to compare against during admission control in order to guarantee the required delays. This is done as part of a separate configuration step, which is done at system startup or after renegotiation of service level agreements in the case of diffserv networks. Hence, in the following sections, we will focus our discussion on configuration.

The value for safe utilization depends on the particular packet forwarding control algorithm being used, as the delay performance depends on how the packets are forwarded. In this paper, we assume that the class-based static priority policy is used in packet forwarding. With this policy, packets are transmitted according to their class priorities, and packets are served in FIFO order within a class.

5 Configuration

We described earlier how the admission control procedure works during flow establishment. Our approach consists of a simple utilization test on the link servers along the path of the new flow. This relies on having previously verified a safe level of link server utilization (or link bandwidth) for each class of service. This verification is part of a separate service configuration procedure, which is invoked either during initial network configuration, or during modifications to service level agreements.

During service configuration, the network topology is given, together with the set of sender and receiver pairs, their traffic characteristics, and their QoS requirements. We distinguish three types of configuration, depending on whether the routes of the traffic and the utilization assignments for the traffic classes $\alpha_i$ are given:

1. Verification of Safe Utilization Assignment: Both the routes of the traffic and the utilization assignment of classes are given. The objective here is to verify whether the end-to-end delay QoS requirement of all the required traffic will be guaranteed along the given routes under the given utilization.

2. Safe Route Selection for Given Utilization: The utilization assignment of classes are given but the routes are not. The objective here is to select a set of routes so as to make sure that the QoS requirement of all the required traffic can be guaranteed along the selected routes under the given utilization assignment.
3. Safe Route Selection to Maximize Utilization: Neither the routes of the traffic nor the utilization assignment of classes are given. The objective here is to do route selection to maximize the utilization of classes (via route selection) under the constraint that the QoS requirement of all the traffic should be guaranteed.

In the following subsections we will first describe these three types of configuration for a special case of two traffic classes, (1) a real-time, high priority class and (2) a non-real-time, best effort, class. Subsequently, we will shortly present how the result can be extended to systems with multiple real-time classes.

5.1 Verification of Safe Utilization Assignment

A utilization assignment is considered safe if the QoS requirement of all the required traffic will be guaranteed along all given routes as long as no traffic class exceeds its assigned utilization on any link. An algorithm to verify the safety of an utilization assignment must

\begin{algorithm}
\begin{algorithmic}
\State \text{INPUT: network topology } G = (S, E), \text{ a set of routes } SR, \text{ utilization assignment } \alpha:
\State \text{Step 1: Compute the packet delay for each link server in } G.
\State \text{Step 2: Compute the end-to-end delay for every route in } SR.
\State \text{Step 3: If the delay requirement is satisfied for flows of every class on every routes, return } SUCCESS \text{ and terminate. Otherwise, return } FAILURE \text{ and terminate.}
\end{algorithmic}
\end{algorithm}

Figure 2: Verification of Safe Utilization Assignment

therefore first compute the worst-case end-to-end delay of flows of each class for every route in the network, and then compare it with the deadline requirement for each class. If all the deadline requirements are being met, the utilization assignment is safe. Once the local delays on all link servers have been determined, the end-to-end delays can be computed by adding the delays on link servers along the paths of flows.

The key step in this algorithm is the worst case delay computation for the link servers. Hence, we will focus on how to compute the class-based delay for each link server at configuration time.

5.1.1 Delay Computation

The worst-case delays on link servers in such systems depend on the number and traffic characteristics of flows competing for the server. Inside the network, the traffic characteristics of a flow at the input of a link server depends on the amount of contention experienced
upstream by that flow. Intuitively, all the flows currently established in the network must be known in order to compute delays when no flow separation is provided. Delay formulas for this type of systems have been derived for a variety of scheduling algorithms [27].

While such formulas could be used (at quite some expense) for flow establishment at system run-time, they are not applicable for delay computation during configuration time, as they rely on run-time information about flows.

As the information is not available at configuration time, the worst case delays must be determined under the assumption of the worst-case combination of flows has been established. An obviously impractical way to do that is to exhaustively list all possible combinations of flows in the system and compute the delays on the link servers for the every possible combinations to get the worst case delays. Fortunately, we can derive an upper bound on the worst-case delay without having to exhaust all the flow combinations. In this section, we will describe such a method for the case of class-based static priority scheduling at the link servers. Recall that, initially, we limit our solution to systems with two flow classes: (1) high-priority class with deadline constraints, i.e. real-time class and (2) a low priority, best-effort class, i.e. non-real-time traffic. In this type of systems, the deadline-guaranteed traffic is not affected by low-priority traffic, and we conveniently omit the class index in the following description. Thus, unless otherwise pointed out, all the traffic parameters are referred to that of the high priority class.

We will start with a formula for delay computation that depends on flow information, which we call the general delay formula. We will focus on how to remove its dependency on flow information.

$$F_{k,j}(I) = \sum_{m=1}^{n_{k,j}} H_{k,j,m}(I),$$

(2)

**General delay formula** Consider Server $k$, which at some time moment has $n_{k,j}$ high-priority traffic flows through its Input Link $j$. Let $F_{k,j}(I)$ be the constraint function for the aggregated traffic belonging to the high-priority class on Input Link $j$ of Server $k$. This constraint function can be formulated as the sum of the constraint functions of the individual flows using Input Link $j$, that is,
where $H_{k,j,m}(I)$ is the constraint function for the $m^{th}$ flow in the real-time class on Input Link $j$ of Server $k$.

The worst case delay, $d_k$, can then easily be formulated in terms of the aggregated traffic constraint functions and the service rate $C$ of the server as follows [27]:

$$d_k = \frac{1}{C} \max_{I>0} \left( \sum_{j=1}^{N} F_{k,j}(I) - C * I \right). \quad (3)$$

Substituting (2) into (3), we observe that the above delay formula depends on the dynamic system status, i.e., $n_{k,j}$, the numbers of flows at each input link and $H_{k,j,m}$, the traffic constraint function of the individual flows. This kind of dependency on the dynamic system status must be removed in order to perform delay computations at configuration time.

We will describe below how we first eliminate the dependency of the delay formula on the traffic constraint function $H_{k,j,m}(I)$. Then we eliminate the dependency on the numbers of flows on each link, i.e., $n_{k,j}$.

**Removing the dependency on $H_{k,j,m}$, the constraint function of the individual flows:** In the following theorem, we show that the aggregated traffic function $F_{k,j}(I)$ can be bounded by replacing the individual traffic constraint functions $H_{k,j,m}(I)$ by a common upper bound $H_k(I)$, where $H_k(I)$ is defined to be the traffic constraint function of the flow experiencing the longest delay upstream from Server $k$.

**THEOREM 1** The following inequality holds: for $j = 1, \cdots, N$

$$F_{k,j}(I) \leq n_{k,j} * H_k(I), \quad (4)$$

where $H_k(I)$ can be formulated as follows:

$$H_k(I) = \min \{ C * I, T + \rho * Y_k + \rho * I \}, \quad (5)$$

where

$$Y_k = \max_{\text{Path} \in S_k} \left( \sum_{j \in \text{Path}} d_j \right), \quad (6)$$

and where $S_k$ is the set of all paths upstream from Server $k$ for flows that traverse Server $k$.

A proof of Theorem 1 is given in Appendix A.

According to Theorem 1, the general delay formula in (3) can be re-formulated as:

$$d_k \leq d_k^* = \frac{1}{C} \max_{I>0} \left( \sum_{j=1}^{N} n_{k,j} * H_k(I) - C * I \right). \quad (7)$$

Computing delay by using (7) still depends on the number of flows on each input links. Next, we describe how to remove this dependency.
Removing the dependency on $n_{k,j}$, the numbers of flows per input link: As we described earlier, admission control at run-time makes sure that the link utilization allocated to each class of flows is not exceeded. The number of flows on each input link is therefore subject to the following constraint:

$$\sum_{j=1}^{N} n_{k,j} \leq \frac{\alpha C}{\rho}. \quad (8)$$

Under this assumption, the delay bound in (7) can be maximized for all the possible distribution of $n_{k,j}$, as the following theorem shows:

**THEOREM 2** The delay in (7) is maximized when

$$\max\{n_{k,1}, n_{k,2}, \cdots, n_{k,N}\} = \left[\frac{\alpha C}{\rho N}\right]. \quad (9)$$

A proof of Theorem 2 is given in Appendix B. This theorem states that when the maximum value of $n_{k,j}$ is $\left[\frac{\alpha C}{\rho N}\right]$, $d_k^{**}$, the bound of the delay is maximized. In fact, the theorem is consistent with the intuition that when the flows distribute evenly among the input links, the delay of the server will be maximized. Using the above results, we have the following theorem:

**THEOREM 3** The delay $d_k$ is bounded as follows:

$$d_k \leq d_k^{**} = (T + \rho Y_k)\frac{\alpha}{\rho} + (\alpha - 1)\frac{\rho(T + \rho Y_k)}{\rho(N - \alpha)}. \quad (10)$$

A proof of Theorem 3 is given in Appendix C. The right-hand side of (10) does not depend on any parameters related to dynamic system status. Hence, this formula can be used for delay computation at configuration time.

**Configuration-time Delay Computation Procedure** In order to simplify notations, we use vector $\vec{d}$ to denote the upper bounds of the queuing delays suffered by the traffic of the real-time class at all servers:

$$\vec{d} = [d_1, d_2, \cdots, d_{|S|}]^T. \quad (11)$$

We note that, in (10), $d_k$ depends on $Y_k$. Then, according to (6), the value of $Y_k$, in turn, depends on the delays experienced at servers other than Server $k$. In general, we have a circular dependency, as $\vec{d}$ depends on $Y_k$, and $Y_k$ depends on $\vec{d}$. Hence, the values of $d_k$, $k = 1, \cdots, |S|$ depend on each other and must be computed simultaneously. Let us define:

$$z_k(\vec{d}) = (T + \rho Y_k)\frac{\alpha}{\rho} + (\alpha - 1)\frac{\rho(T + \rho Y_k)}{\rho(N - \alpha)}. \quad (12)$$

and

$$Z(\vec{d}) = [z_1(\vec{d}), z_2(\vec{d}), \cdots, z_{|S|}(\vec{d})]^T. \quad (13)$$
The queuing delay bound vector $\vec{d}'$ can then be determined by the following vector equation:

$$\vec{d}' = \vec{Z}(\vec{d}).$$

Since the unknown vector $\vec{d}$ appears on both sides of (14), an iterative procedure is needed to compute $\vec{d}'$.

### 5.2 Safe Route Selection

Although the delay bounds derived above are independent of the dynamic configuration of flows, they still depend on the route selection. As an appropriate selection of routes results in lower end-to-end delay bounds for a given bandwidth assignment, better effective utilization of resource can be achieved. Any route selection should satisfy the QoS requirements for all classes of flows in a given network.

By finding a safe route selection for a given network and utilization assignment, we mean determining a set of routes, one for each source and destination pair, such that, for each class and each route, the end-to-end delay does not exceed the deadline requirement for that class.

Unfortunately, the safe route selection problem is $\mathcal{NP}$ hard, even for the case of two classes. This can be shown by reduction from the Maximum Fixed-Length Disjoint Paths problem [36].

While it is unlikely that a polynomial-time algorithm exists for the safe route selection problem, simple heuristic-supported search has proven to work acceptably well. In the simplest case, a no-backtrack search algorithm repeatedly selects a pair of source and destination, and then chooses the most promising route among the routes for that pair that satisfy the delay requirements of all flows. If, at any point in time, no more such route can be found, the algorithm declares failure.

The performance of this simple search procedure can be improved by means of appropriate selection heuristics when choosing the next source/destination pair or when choosing the most promising routes for a given source/destination pair.

In our realization of the algorithm, we use these heuristics as follows: (1) We select the next source/destination pair in decreasing order of distance between source and destination. (2) We select a group of candidate routes for the new pair so that whenever possible, each of them forms a noncyclic graph with existing routes. By minimizing the number of cycles in the routes, the feedback in the queuing of packets is reduced, and so is the delay [27]. (3) Among the candidate routes, we select a route which leads to the minimum route delay.

The result is a polynomial-time algorithm. In Section 6, we will discuss performance of this algorithm in terms of effectiveness of finding a safe route selection for a given utilization assignment.
5.3 Maximizing Utilization by Safe Route Selection

5.3.1 Basic Ideas

From the viewpoint of a user of the real-time communication service, the assigned utilization for the real-time class should be as high as possible in order to maximize the chance that a real-time flow is admitted. The issue is then how high this utilization can be? The objective of this subsection is therefore to develop an algorithm that selects routes so as to maximize the utilization of the real-time class that can be assigned.

Let $\alpha^*$ be the maximum utilization that can be assigned. The following theorem provides the lower bound and the upper bound of $\alpha^*$. These bounds will be useful when we develop our algorithm.

**Theorem 4** For a two-class network of diameter $L$ with $N$ input links at each router and real-time traffic with parameters $T$ and $\rho$, and deadline $D$, $\alpha^*$ is bounded as follows:

$$\frac{N}{(\frac{N}{D} + (L - 1)(N - 1) + 1} \leq \alpha^* \leq \frac{N((\frac{D\rho}{T} + 1)^{\frac{T}{D\rho}} - 1)}{N + (\frac{D\rho}{T} + 1)^{\frac{T}{D\rho}} - 2}$$ (15)

While the lower and upper bounds in (15) are functions of various system parameters, they do not depend on other information about network topology, except $L$, the network diameter. That is, the theorem holds for any network topology. In practice, it is particularly useful to have a lower bound of $\alpha^*$ that is topology independent. A network manager is then safe to assign this lower bound for the utilization regardless what the topology is and how it may change, as long as the diameter is bounded by $L$.

Given these two bounds, we can easily develop a search algorithm that identifies the maximum utilization bound and its associated set of routes. The algorithm simply applies a binary search on the assigned utilization. The search space is initialized by the lower bound and upper bound given in Theorem 4. The middle point of the search space is taken as the value of assigned utilization. Then, the safe route selection algorithm described in the last subsection is called to choose a set of safe routers, if they exist. The search space reduces to the upper half or lower half depending on whether or not the route selection algorithm can successfully find the safe routes. The search continues until the size of the search space reduces to zero.

5.3.2 Derivation of the Utilization Bounds

A complete proof of Theorem 4 can be found in [37]. It is not given here due to the space limitation. Here, we discuss the physical meanings of these bounds and show how these intuitions help the derivations.

The lower bound of the maximum utilization means that for a given network with parameters $N$, $\rho$, $T$, $D$, and $L$, there exists at least one safe route selection as long as the link utilization does not exceed the lower bound value. Thus, this bound can be derived by 1) developing an upper bound of the delay (at the longest path) with a particular route selection algorithm (say, Shortest Path based algorithm (SP)) and 2) seeking a condition under which the deadline constraint can always be met.
We assume that \( d \) is the maximum worst case queuing delay suffered by the traffic of the real-time class at any servers. \( L \) is the diameter of the network. Let \( \text{SP} \) be used for the route selection. Thus, the length of the longest path is bounded by \( L \). Recall that \( Y_k \) is the worst case queuing delay suffered by the traffic of the high class before arriving at Server \( k \).

\[
Y_k \leq (L - 1) * d. \tag{16}
\]

Substituting (16) into (10), we can have

\[
d = (T + \rho \ast (L - 1) \ast d)^\alpha \rho + (\alpha - 1) \frac{\alpha(T + \rho (L - 1) \ast d)}{\rho (N - \alpha)} \tag{17}
\]

Note that (17) gives the upper worst delay a server can have regardless what topology is. In order to let the packet on the longest path to satisfy the deadline constraint, we have

\[
d \ast L \leq D \tag{18}
\]

Substituting (17) into (18), we have

\[
N \leq \frac{(L \ast D + (L - 1)) \ast (N - 1) + 1}{(L \ast D + (L - 1)) \ast (N - 1) + 1} \leq \alpha^* \tag{19}
\]

Now, let’s deal with the upper bound of the maximum utilization (15). This upper bound implies that for a given network, no safe route selection can be found if the utilization exceeds this value. We derive this bound by (1) developing a lower bound on the end-to-end delay, (2) seeking a condition under which even the lower bounded delay will exceed the deadline.

The upper bound can be derived by determining the worst-case end-to-end delay on the longest shortest route (say \( R \) with length \( L \)), assuming that all flows are routed so that the delays among that route are minimized.

According to (10), we see that \( d_k \) depends on \( Y_k \). Let \( R_k \) be the the sub-path of \( R \) from the source to the server \( k \). In the best situation, \( Y_k \) is the sum of the link server delay along the route \( R_k \) itself. In other words, routes are selected so as to cause no feedback due to circulation routing for delays on Route \( R \). In this kind of best case, we have:

\[
d_k = (T + \rho \ast \sum_{j \in R_k} d_j) \frac{\alpha}{\rho} + (\alpha - 1) \frac{\alpha(T + \rho \sum_{j \in R_k} d_j)}{\rho (N - \alpha)} \tag{20}
\]

On the other hand,

\[
\sum_{j \in R} d_j \leq D \tag{21}
\]

After a few algebraic manipulations, we have

\[
\alpha^* \leq \frac{N ((\frac{D}{T} + 1) + 1 - 1)}{N + ((\frac{D}{T} + 1) + 1 - 2} \tag{22}
\]
5.4 Extension to Multiple Classes

In the previous sections, we have limited our discussion to systems with one real-time class and one best-effort class. This allowed us to clearly describe how to derive a delay upper bound that does not rely on run-time information about established flows. In this section we will briefly discuss how to extend this to multiple (≥3) traffic classes.

Assume that at an arbitrary time moment, $n_{i,k,j}$ is the total number of traffic flows of Class $i$ passing through Input Link $j$ on Server $k$. Let $H_{i,k,j,m}(I)$ is the constraint function for the $m^{th}$ flow in Class $i$ on Input Link $j$ of Server $k$. Let $F_{i,k,j}(I)$ be the constraint function for the aggregate traffic of Class $i$ on Input Link $j$ of Server $k$. Then

$$F_{i,k,j}(I) = \sum_{m=1}^{n_{i,k,j}} H_{i,k,j,m}(I). \quad (23)$$

In order to take into account the impact of higher-priority traffic, the delay formula in (3) must be appropriately modified [27]:

$$d_{i,k} = \frac{1}{C} \max_{I \geq 0} \left( \sum_{l=1}^{N} \sum_{j=1}^{N} F_{i,k,j}(I + d_{i,k}) + \sum_{j=1}^{N} F_{i,k,j}(I) - C \ast I \right). \quad (24)$$

Similar to the two-class delay formula in (10), the above delay formula depends on the run-time information about established flows. Following an approach similar to that in Section 5.1, we obtain the following delay bound for a system with multiple class. We present the result as the following theorem. Its proof can be found in [37].

**THEOREM 5** The worst case queuing delay $d_{i,k}$ suffered by the traffic of Class $i$ at Server $k$ is given as

$$d_{i,k} = \frac{\sum_{l=1}^{N} (T_l + \rho_l \ast Y_{i,k}) \frac{\alpha_l}{\rho_l} + (\sum_{l=1}^{N} \alpha_l - 1) \frac{\alpha_l (T_l + \rho_l Y_{i,k})}{\rho_l (N - \alpha_l)}}{1 - \sum_{l=1}^{N} \alpha_l}. \quad (25)$$

where $T_l$ and $\rho_l$ are the burst size, the average rate and the percentage of bandwidth reserved for Class $i$, respectively.

$$Y_{i,k} = \max_{Path \in \mathcal{S}_{i,k}} \sum_{j \in Path} d_{i,j}, \quad (26)$$

where $\mathcal{S}_{i,k}$ is the set of all paths passed by the packets of Class $i$ before arriving at Server $k$.

We note that (25) does not rely on run-time information of established flows. We can use the iterative procedure described in Section 5.1, and, thus, have a verification procedure for systems with multiple classes.

Variations of the algorithms derived in Sections 5.2 and 5.3 can then be used to select safe routes and to either maximize utilization assignments or trade-off utilization assignments of classes against each other.
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6 Experimental Evaluation

An effective configuration-time delay computation and route selection method allows for assignment of high utilization. The latter in turn is closely related to the degree at which high-priority traffic is allowed to utilize the network resource without violating deadline requirements. The higher the utilization assignment for a class, the more flows the admission control mechanism allows to be established at run-time over a given link.

In this section, we compare our heuristic search algorithm described in Section 5.2 with the Shortest Path based routing algorithm (SP). The measurement is the achieved maximum utilization assignment level of the compared algorithms.

Figure 4 shows the topology used throughout these experiments. We selected the MCI ISP backbone network\(^1\) Note that \(L\), the diameter of the topology is 4, \(N\), the maximum number of links for a router is 6. In the experiments, all routers can act as edge routers, and flows can be established between any two routers. All links in the simulated network have the same capacity of 100 Mbps.

We use a voice-over-IP as scenario for the experiments. We distinguish two types of traffic in this network, namely guaranteed-delay voice traffic, and best-effort data traffic. The voice traffic is assigned to the high-priority, real-time class, while the data traffic is assigned to the low-priority class. All voice flows are policed at the entrance of the network using a leaky bucket with the maximum burst size of 640 bits and a rate of 32 kbps. The end-to-end deadline requirement of all real-time flows is fixed at 100 ms. This kind of QoS requirements

![Figure 4: Simulation Network Topology](image)

is similar to "Voice-over-IP" applications [28].

The results are listed in Table 1. According to (15), we also obtain the lower bound and upper bound of utilization for the above mode respectively.

We observe that the maximum utilization of SP routing is 33\%, close to the lower bound which is 30\%. This means that using SP selection routing results in very low achievable utilization. On the contrary, our heuristic route selection algorithm can achieve the maximum utilization up to 45\%. This is an increase of about 50\% compared with the SP routing.

\(^1\) The nodes in figure 4 are routers, not link servers.
<table>
<thead>
<tr>
<th>Lower Bound</th>
<th>SP</th>
<th>Our Heuristics</th>
<th>Upper Bound</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.30</td>
<td>0.33</td>
<td>0.45</td>
<td>0.61</td>
</tr>
</tbody>
</table>

Table 1: Maximum Utilization

7 Conclusions

We have proposed a scalable methodology for providing QoS-guaranteed services within a differ served architecture. To the best of our knowledge, this is the first approach to guarantee real-time services with flow aggregation and no connection awareness in core routers, thus achieving much lower complexities in admission control and packet forwarding.

We make admission control scalable by using a configuration-time test to determine a safe utilization level of servers. Admission control at run-time then is reduced to simple utilization tests on the servers along the path of the new flow. Furthermore, we design a safe route selection heuristic algorithm to achieve high utilization of resources, and derive two bounds on the maximum utilization level for given traffic in a network. We compare the results of our route selection heuristics with that of a shortest-path based algorithm, and find that our heuristics can achieve a much higher maximum utilization level than that of the shortest-path based algorithm.

For many applications, deterministic guarantees are not necessary [35]. The quality of IP telephony, for example, would not suffer from the underlying system providing high-quality statistical guarantees instead of deterministic guarantees. We are therefore investigating how to extend our methodology to take into account statistical guarantees.
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Appendix A: Proof of Theorem 1

Theorem 1  The following inequality holds: for \( j = 1, \cdots, N \)
\[
F_{k,j}(I) \leq n_{k,j} \ast H_k(I), \tag{27}
\]
where \( H_k(I) \) can be formulated as follows:
\[
H_k(I) = \min \{ C \ast I, T + \rho \ast Y_k + \rho \ast I \}. \tag{28}
\]
where
\[
Y_k = \max_{\text{Path} \in S_k} \sum_{j \in \text{Path}} d_j, \tag{29}
\]
and where \( S_k \) is the set of all paths upstream from Server \( k \) for flows that traverse Server \( k \).

Proof of Theorem 1  Recall that \( H_{k,j,m}(I) \) is the traffic constraint function of flow \( m \) of the real-time class at Input Link \( j \) of Server \( k \). As we assume that at their sources, flows in the same class have the same constraint functions \( H(I) \), i.e.
\[
H(I) = \min \{ C \ast I, T, + \rho \ast I \}. \tag{30}
\]
Let \( Y_{k,j,m} \) be the total worst case queuing delay experienced by the packets from this flow before arriving at Server \( k \). Recall that \( Y_k \) is the maximum of the worst case queuing delay suffered by any flow in real-time class before arriving at Server \( k \). That is,
\[
Y_{k,j,m} \leq Y_k. \tag{31}
\]
According to Theorem 2.1 in [8], and using (28), (30) and (31), we have
\[
H_{k,j,m}(I) \leq H(I + Y_{k,j,m}) \leq H(I + Y_k) = H_k(I). \tag{32}
\]
That is, the traffic constraint functions of individual flows are bounded by \( H_k(I) \) that is the traffic constraint function of the flow which experience the largest delay before arriving at Server \( k \). By substituting (32) into (2), we have
\[
F_{k,j}(I) \leq \sum_{m=1}^{n_{k,j}} H_k(I) = n_{k,j} \ast H_k(I) \tag{33}
\]
Thus, (27) holds. Q.E.D
Appendix B: Proof of Theorem 2

Theorem 2 The delay in (7) is maximized when

$$\max\{n_{k,1}, n_{k,2}, \ldots, n_{k,N}\} = \left\lceil \frac{\alpha C}{\rho N} \right\rceil. \tag{34}$$

Before we formally prove Theorem 2, we need some lemmas.

**LEMMA 1** The aggregated traffic of the real-time class on Input Link $j$ of Server $k$

$$F_{k,j}(I) = n_{k,j} * H_k(I) \tag{35}$$

can be expressed in the following format:

$$F_{k,j}(I) = \begin{cases} 
C * I, & I \leq \tau_{k,j}, \\
n_{k,j} * T + n_{k,j} * \rho * Y_k + n_{k,j} * \rho * I, & \tau_{k,j} \leq I, 
\end{cases} \tag{36}$$

where

$$\tau_{k,j} = \frac{n_{k,j} * T + n_{k,j} * \rho * Y_k}{C - n_{k,j} * \rho}. \tag{37}$$

**Sketch of Proof of Lemma 1** This lemma can be proved by substituting (27) into (35), and then rewriting $F_{k,j}(I)$ in the segmented form.

The following lemma gives the new format of $d_k$ originally in (7):

**LEMMA 2**

$$d_k = (T + \rho * Y_k) \frac{\alpha}{\rho} + (\alpha - 1) \max_{j=1}^{N} \{\tau_{k,j}\} \tag{38}$$

**Sketch of the proof of Lemma 2** With some algebraic manipulations on (7), we can have [27]

$$d_k = \frac{(T + \rho * Y_k) \sum_{j=1}^{N} n_{k,j} + \rho (\sum_{j=1}^{N} n_{k,j} - C) \max_{j=1}^{N} \{\tau_{k,j}\}}{C}. \tag{39}$$

As we know

$$\sum_{j=1}^{N} n_{k,j} \leq \frac{\alpha C}{\rho} \tag{40}$$

Substituting (40) into (39), we have

$$d_k \leq \frac{(T + \rho * Y_k) \alpha C}{\rho} + \rho (\frac{\alpha C}{\rho} - C) \max_{j=1}^{N} \{\tau_{k,j}\} \tag{41}$$

$$= (T + \rho * Y_k) \frac{\alpha}{\rho} + (\alpha - 1) \max_{j=1}^{N} \{\tau_{k,j}\}$$

Q.E.D
Proof of Theorem 2  Observing (2), we notice that the delay only depend on \( \tau_{k,j} \) (as we know, \( \tau_{k,j} \) is a function of \( n_{k,j} \)). Since \((a - 1)\) is negative, to maximize the worst case delay, we need to get the minimum value of \( \max_{j=1,\ldots,N} \{\tau_{k,j}(n_{k,j})\} \). For this purpose, we denote

\[
T(n_{k,1}, n_{k,2}, \cdots, n_{k,N}) = \max_{j=1,\ldots,N} \{\tau_{k,j}(n_{k,j})\},
\]

where \( \tau_{k,j} \) is defined in (37). Recall that \( a \) is the portion of bandwidth of each server reserved for traffic of the real-time class. Let \( M \) be the total number of the flows of real-time class supported by Server \( k \). That is,

\[
M = \sum_{j=1}^{N} n_{k,j} \leq \frac{\alpha C}{\rho}.
\]

Substituting (37) into (42), we have

\[
T(n_{k,1}, n_{k,2}, \cdots, n_{k,N}) = \max_{j=1,\ldots,N} \left\{\frac{n_{k,j}(T + \rho Y_k)}{C - n_{k,j} \cdot \rho}\right\},
\]

Because \( f(x) = \frac{x(T + \rho Y_k)}{C - x \rho} \) is a monotonically increasing function of variable \( x \), we have

\[
T(n_{k,1}, n_{k,2}, \cdots, n_{k,N}) = \frac{n_k^* (T + \rho Y_k)}{C - n_k^* \rho},
\]

where \( n_k^* = \max \{n_{k,1}, n_{k,2}, \cdots, n_{k,N}\} \). Without loss of generality, in the rest of this proof, we assume that \( n_{k,1} \leq n_{k,2} \leq \cdots \leq n_{k,N} = n_k^* \).

Now, we would like to show that if a sequence of integers \( n_{k,1}, n_{k,2}, \cdots, n_{k,N} \), satisfies

\[
\sum_{j=1}^{N} n_{k,j} = M,
\]

and minimizes \( T(n_{k,1}, n_{k,2}, \cdots, n_{k,N}) \), then

\[
n_k^* = \left\lfloor \frac{M}{N} \right\rfloor.
\]

Let us assume that this is not true. That is, (47) does not hold. We have three cases to deal with.

- **Case 1:** \( n_k^* < \left\lfloor \frac{M}{N} \right\rfloor \). That is \( n_k^* \leq \left\lfloor \frac{M}{N} \right\rfloor \). We have

\[
\sum_{j=1}^{N} n_{k,j} \leq N n_k^* \leq N \left\lfloor \frac{M}{N} \right\rfloor < M.
\]

This is impossible either in accordance with (46).
• Case 2: \( n_k^* > \left\lceil \frac{M}{N} \right\rceil \). Now let us consider another sequence of integers \( \hat{n}_{k,1}, \hat{n}_{k,2}, \ldots, \hat{n}_{k,N} \), where

\[
\hat{n}_{k,j} = \begin{cases} \left\lceil \frac{M}{N} \right\rceil, & 1 \leq j \leq K, \\ \left\lfloor \frac{M}{N} \right\rfloor, & K < j \leq N, \end{cases}
\]

where \( K = N \left\lceil \frac{M}{N} \right\rceil - M \). It is easy to verify that \( \sum_{j=1}^{N} \hat{n}_{k,j} = M \) and

\[
\frac{\hat{n}_{k,N}(T + \rho \ast Y_k)}{C - n_{k,N}\rho} < \frac{n_k^*(T + \rho \ast Y_k)}{C - n_k^*\rho}.
\]

This is a contradiction because the sequence \( n_{k,1}, \ldots, n_{k,N} \) is supposed to minimize \( T(n_{k,1}, \ldots, n_{k,N}) \).

Hence, (47) holds. Recall that to maximize the worst-case delay (38), we need to maximized \( n_k^* \). \( n_k^* \) is maximized when \( M \) is maximized, which gives

\[
M = \frac{\alpha C}{\rho}.
\]

The theorem then follows\(^2\).

\[\text{Q.E.D}\]

**Appendix C: Proof of Theorem 3**

**Theorem 3** The delay \( d_k \) is bounded as follows:

\[
d_k \leq d_k^{\ast} = (T + \rho \ast Y_k) \frac{\alpha}{\rho} + (\alpha - 1) \frac{\alpha(T + \rho Y_k)}{\rho(N - \alpha)}.
\]

**Proof of Theorem 3** Following Theorem 2, we have, if \( \sum_{j=1}^{N} n_{k,j} = M \),

\[
T(n_{k,1}, n_{k,2}, \ldots, n_{k,N}) \geq \frac{\left\lceil \frac{M}{N} \right\rceil (T + \rho \ast Y_k)}{C - \left\lceil \frac{M}{N} \right\rceil \rho} = \frac{\frac{1}{N} \frac{\alpha C}{\rho} (T + \rho \ast Y_k)}{C - \frac{\alpha}{N} \frac{\alpha C}{\rho} \rho} \geq \frac{\frac{1}{N} \frac{\alpha C}{\rho} (T + \rho \ast Y_k)}{C - \frac{\alpha}{N} \frac{\alpha C}{\rho} \rho} = \frac{\alpha (T + \rho \ast Y_k)}{\rho \frac{N}{\rho} - \alpha}.
\]

\(^2\) In general, \( \frac{\alpha C}{\rho} \) is not necessarily an integer. However, in a modern practical system \( \alpha \ast C \) is very large in comparison with \( \rho \). For example, if we consider a gigabit router, \( C = 10^9 \text{bits/sec} \). For voice traffic \( \rho = 3.2 \times 10^4 \text{bits/sec} \), if \( \alpha = 15\% \), \( \frac{\alpha C}{\rho} = 4687.5 \). Therefore, in order to simplify notation, we assume that \( \left\lceil \frac{\alpha C}{\rho} \right\rceil = \frac{\alpha C}{\rho} \).
Substituting (53) and (42) to (38), we have:

\[
\begin{align*}
  d_k &= (T + \rho * Y_k) \frac{\alpha}{\rho} + (\alpha - 1) \max_{j=1}^{N} \{ \tau_{k,j} \} \\
  &\leq (T + \rho * Y_k) \frac{\alpha}{\rho} + (\alpha - 1) \frac{\alpha(T + \rho Y_k)}{\rho(N - \alpha)}.
\end{align*}
\]  

(54)

Q.E.D