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Abstract—Software engineers often espouse the importance of using abstraction and encapsulation in developing software components. They advocate the "layering" of new components on top of existing components, using only information about the functionality and interfaces provided by the existing components. This layering approach is in contrast to a "direct implementation" of new components, utilizing unencapsulated access to the representation data structures and code present in the existing components. By increasing the reuse of existing components, the layering approach intuitively should result in reduced development costs, and in increased quality for the new components. However, there is no empirical evidence that indicates whether the layering approach improves developer productivity or component quality.

We discuss three controlled experiments designed to gather such empirical evidence. The results support the contention that layering significantly reduces the effort required to build new components. Furthermore, the quality of the components, in terms of the number of defects introduced during their development, is at least as good using the layered approach.

Experiments such as these illustrate a number of interesting and important issues in statistical analysis. We discuss these issues because, in our experience, they are not well-known to software engineers.
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I. INTRODUCTION

It is well-known that software systems typically exceed their expected development and maintenance costs. While there are many perceived reasons for this, one reason is that the components of these systems tend to be developed nearly from scratch, instead of being predominantly reuses of existing components [15].

The ability to successfully reuse components in new systems depends on the components being properly encapsulated. That way, new components can be "layered" on top of them, taking advantage of the abstract notions already encapsulated and avoiding reimplementation of these abstractions. For many years, programming languages have provided various means of encapsulating data structures and their associated operations, and the means of layering new components using these encapsulated components. Supposedly, there are productivity and quality gains to be had by following this layering technique [20].

However, currently we do not see in software systems the widespread use of encapsulation to layer the system's components. This is true even in popular component libraries. For example, Booch [2] represents a map abstraction as a hash table using chaining for collision resolution. But he codifies from scratch the lists that represent chains. He does not reuse his list package. Studies of object-oriented class hierarchies often have found that these "hierarchies" in fact are very flat [4], indicating that most components are not really built on top of existing components.

One possible reason for this lack of layering is that the original components are not well-designed, so that 1) the components needed in the next application are not quite those that are currently available, and 2) the available components cannot easily be converted (by layering) into those that are needed. Features and standard use of programming languages, such as Ada’s restriction on the mode for parameters to functions and mixed use of private and limited private types, also inhibit one’s ability to compose components [11].

Another reason may be that it is not obvious that, even if there were a useful component available, it would be better to reuse it by respecting its encapsulation than it would be to develop the required new functionality by accessing the underlying representation of the component. Performance is most often mentioned as the basis for this belief, although in our experience the performance penalty typically is minimal if the proper abstract functionality is encapsulated in the component. Language features such as code inheritance actually encourage violation of encapsulation while appearing to support layering [12].

We know of no controlled studies showing that the use of layering and encapsulation improves the cost of component development or the quality of the components, based on such measures as time to design/develop or number of defects in the resulting product. While abstract and anecdotal arguments have some place in technology assessment, it is vital that sound empirical support be obtained for the use of emerging software technologies.
Lewis et al. [13], did study differences in productivity and quality when subjects were allowed to reuse existing components versus when they were not. They found that subjects who were allowed to reuse performed significantly better than those who were not. However, for their experiments, “reuse” included alteration of existing components’ code. Therefore, these experiments really could not show the effect of layering. The Lewis experiments also studied the effects due to the language in which the components were written, using an object-oriented language (C++) or a procedural language (Pascal). While there undoubtedly were some potential differences in encapsulation between these alternatives, the encapsulation did not need to be respected by the subjects in reusing components, since the subjects were allowed to see inside the existing encapsulated units and modify them as they saw fit.

In this paper, we report on three experiments designed to assess the effect, on effort and quality, of designing and developing software components by taking full advantage of existing abstractions, compared with an approach that allows seeing and using information about the implementation of the existing abstractions when designing and developing new components. Each of the experiments is a controlled study [5], and in each study there are interesting aspects to the statistical analysis required to determine if there is a significant difference between the two approaches.

The next section gives some additional background to motivate the experiments, while Section III describes each experiment in detail. Section IV discusses important issues that affect the statistical analyses appropriate for these experiments. Section V discusses the results.

II. BACKGROUND

Controlled studies are relatively rare in software engineering, and this often is attributed to the prohibitive cost of repeating large systems development tasks so that the effect of using a particular method can be examined relative to a baseline. Most attempts at doing a controlled analysis have been done with small sets of programmers (frequently students) on very small projects. While the applicability of the results of such studies to “real” systems is not obvious, studies of this nature have proven useful in the past. In some cases, they have shown that a particular method may not have the desired effect, or they have helped us to understand better the various factors that may influence the effect of a method [19]. If the tasks performed by subjects in these experiments indeed are a subset of the tasks performed in the development of larger systems, and if the results of these experiments can be replicated, then the experiments can offer useful information about pieces of the complex process of software development.

What kinds of tasks might be typical of large systems development, and therefore worth investigating via controlled experimental studies? Two possibilities are 1) adding functionality to an existing component, and 2) building a component that has similar functionality to that of an existing component. In the former case, all that is desired is a new set of operations, but the existing component is of the right kind to provide these operations; the existing component’s set of capabilities just needs to be enhanced. In the latter case, a closely related component might be available, but the desired component must provide somewhat different, rather than merely additional, functionality.

In both types of tasks, one can imagine developing the new components by reusing existing ones in at least two ways. One reuse approach is to “directly implement” the desired functionality using the coding details of existing components. This involves making use of information about the data structures used to represent the objects encapsulated by the existing components. Some people refer to this type of reuse as “white box,” “open,” or “transparent” reuse. A second reuse approach to developing the desired functionality is to use only the specifications of the functionality of, and the interfaces to, the existing components. We call this the “laying” approach because the new functionality is provided by components built on top of the existing encapsulated units. Other names for this approach might be “black box,” “closed,” or “opaque” reuse (see Table I).

Both approaches require that the implementor understand the purpose of and functionality provided by the existing components. But the first approach also requires an understanding of the implementation of the existing components, while the second approach does not. Intuitively, this suggests that black-box reuse demands of the implementor a lower cognitive load, and hence should reduce the effort required, at least for the initial design and coding of the new components.

The expected effect on quality of layering versus direct implementation is somewhat less clear. In this paper, we use the term “quality” in the sense of “correctness,” though we know that quality has other dimensions, too. Since the need to work with, and possibly misuse, the existing implementation is eliminated with black box strategies, one might expect better quality (i.e., fewer defects) from components developed using layering. On the other hand, since with layering one has available only the operations provided by the existing components and not the underlying representation data structures, the algorithms used in the layering approach might differ from those used in the direct implementation approach. This use of different algorithmic approaches might give rise to different distributions of defects. Even if the same algorithmic approaches are used in the two methods, most of the defects might occur in the attempt to synthesize the algorithm from the existing operations, rather than in the manipulation of representations of existing data structures.

Both of the tasks described above, that of adding functionality and that of modifying functionality, and both reuse
approaches, were studied in our experiments. The experiments are described in detail in the following section.

III. OVERVIEW OF THE EXPERIMENTS

Our experiments were conducted as part of a course on the subject of “Software Components in Ada.” This course was offered in two separate quarters, once in the summer of 1991 and again in the fall of 1992. In each case, the students in the course were graduate and upper-division undergraduate students majoring in computer science. Several of the students were full-time employees in the computing field.

The lectures heavily emphasized the trade-offs evident with principles of encapsulation, abstraction and layering, and presented a detailed engineering discipline for designing, formally specifying, and correctly and efficiently implementing Ada generic packages exporting abstract data types. Several programming assignments illustrated main points from the lectures, and the experiments were conducted in conjunction with some of these assignments.

Our main independent variable for the experiments was the reuse approach used by the subjects, and the dependent variables of interest were effort and component quality. Therefore, the primary null hypothesis to be tested is that the reuse approach used has no significant effect on the development effort or the quality of the resulting component.

To assess effort, we had the subjects keep careful records of the time spent in the initial designing/coding, testing, and debugging/recoding phases of the task. These times were recorded individually for each operation exported by the component under investigation. Both the initial designing/coding time and the total time to complete the task (including the testing and debugging/recoding time) were of interest to this study.

To assess quality, for each operation of the component the subjects recorded the number of defects they needed to fix. Only those defects that caused run-time failures during testing were included.

We emphasized to the students the importance of being internally consistent in keeping and reporting the data, and stressed that grades in the course would have nothing to do with the reported numbers. We audited the information provided by the students through post-assignment interviews, and the programs submitted by the students were tested by the instructor to ensure (as well as possible) that no lingering defects remained. We were somewhat skeptical of the data on a per-operation basis, but were confident that the aggregate information provided by the students was accurate.

Several factors other than reuse approach might influence the results on the dependent variables. One of these, the nature of the activity (i.e., enhancement of functionality versus modification of functionality) was mentioned in the previous section. Other important factors include the component involved in the reuse activity, the subjects’ familiarity with the component specification and representation, and the abilities of the subjects. In planning the experiments, we attempted to deal with each of these issues.

The first experiment was an “enhancement of functionality” exercise using a simple, well-understood unbounded queue component. In addition to the “universal” package operations of Initialize, Finalize, and Swap [21], [8], [11], the basic Ada queue package provided the standard Enqueue, Dequeue, and Is_Empty operations (specifications for an Ada queue package can be found in [11]). The enhancement task was to add operations to Copy a queue, Clear (i.e., empty) a queue, Append one queue to another, and Reverse a queue. The representation structure used for the queue was a standard linked data structure with pointers to the front and rear. Eighteen subjects participated in this experiment. Since the functionality and representation structure used in this package were so familiar to the subjects—both from classical data structures and a previous lab exercise—we felt that it would be difficult to obtain significant differences due to the approach used. Preliminary results from this experiment were reported in [10].

The second experiment was a replication of the first experiment using a more complex component that encapsulated a “partial map.” This component allows a client to create an associative mapping which is a partial function from an arbitrary domain type to an arbitrary range type; it is useful in table processing applications. In addition to Initialize, Finalize, and Swap, the basic package provided the following operations (specifications for an Ada partial map package can be found in [18]).

- **Make_Defined** Assign a given range value to a given domain element (add an association to the map).
- **Make_Undefined** Undefine a given, presently defined domain element (i.e., remove a particular association from the map).
- **Make_Any_One_Undefined** Undefine some presently defined domain element, chosen arbitrarily and returned by the implementation (remove an arbitrary association from the map).
- **Test_If_Defined** Test if a given domain element is defined.
- **Test_If_Any_One_Defined** Test if there are any defined elements in the map.

The enhancement task for this experiment was to add operations that would Display (print) the map, Clear it (making every domain element undefined, according to the map), Combine two partial maps (assuming there were no inconsistently defined mappings in these two maps), and Remap all domain elements that map to one range value so they instead map to another range value. The representation chosen for the partial map was a hash table. The subjects were taught about this package in a previous lab assignment, where they were asked to implement the package using the hash table representation. Nevertheless, in comparison with the unbounded queue package, both the specification of the partial map package (i.e., the description of the functionality of the operations) and the representation of the data type were more complicated. Furthermore, we felt that the experience with the representation structure gained in the earlier lab could only improve the subjects’ abilities to do the direct implementation.
version of the enhancement, relative to their ability to do the layered version. Again, we expected that it would be difficult to obtain significant differences between the reuse approaches. Ten subjects participated in this experiment.

The third experiment was a "modification of functionality" experiment using the partial map component. Given the basic partial map package used in the second experiment, the task was to create a component that encapsulated the concept of an *almost constant map*, which maps all but a finite number of domain elements to a "default" range value. Other than Initialize, Finalize, and Swap, the operations required by this package are as follows.

- **Reset**: Reset the map to a constant function in which all domain elements map to a specified default value.
- **Get Default**: Return the default value, to which most of the elements are mapped.
- **Swap Range Value**: Modify the range value associated with a given domain element.
- **Remove Any Anomaly**: Make an arbitrary domain element, presently not mapping to the default value, instead map to the default value.
- **Test If Anomaly**: Test if a given domain value maps to the default value.
- **Test If Constant**: Test if all domain values map to the default value.

In this experiment, the subjects would be creating a rather unfamiliar component using what, by now, would be a somewhat familiar component. The same ten subjects who participated in the second experiment also participated in this third experiment.

To mitigate the differential effects of subjects on task completion (see, e.g., [3]), in each experiment each subject performed the task using both the layering and direct implementation approaches. The order in which the two approaches were followed was assigned randomly, subject to a counterbalancing with respect to the experience level of the subjects (i.e., we didn’t want more experienced subjects doing the tasks in one order while the less experienced subjects did the tasks in the other order). Due to the uneven distribution of subject experiences and the relatively small number of subjects available for study, we chose not to investigate experience level as a separate factor in the experimental design.

To summarize, each experiment was designed to assess the effect of the reuse approach (layered or direct implementation) on each of three dependent variables (initial design and coding time, total time, and number of defects). Each subject in each experiment was assigned to one of two sequences in which the two reuse approaches were employed (layered first or direct implementation first). Thus, as illustrated in Table II, each of the experiments was a two-period crossover design [14], [16].

### IV. Statistical Analysis Issues

The analysis of variance (ANOVA) model for these experiments allows us to decide if there is a significantly different effect, on each dependent variable, of the layering approach versus the direct implementation approach (in statistical terminology, this is the "treatment effect" in the experiment). The null hypothesis is that there is no such effect. In addition, the model allows us to decide if there is a significant difference in the two possible sequences (orders) in which these two approaches were employed. Finally, it allows us to test if the treatment and the sequence interact; that is, we can test if there is a different effect of the approach depending on the order in which the two approaches were employed. Since each subject did the same task twice (once for each of the two approaches), but did so in only one of the two possible sequences, in statistical terminology the subjects are nested within sequences. Thus, this model is sometimes called a "nested factorial" design [9]. In the model, the variance associated with subjects (nested in sequences) is used to test for the sequence effect, while the variance of the subject by treatment interaction is used to test for the treatment effect and the treatment by sequence interaction. Some texts call this latter variance the "time error term" [14].

However, the normal nested factorial analysis of variance may not be appropriate for these experiments, for two reasons.

1) An important concern is the potential that a subject’s having done a task once will affect performance on the second attempt at the task (even though a different approach is being used). This possibility of a "carryover effect," as it is known in statistics, requires that care be taken when deciding if there really is an effect due to the approach used.

A common and accepted way of dealing with this issue is first to test if there is a significant sequence effect and/or a significant interaction effect. If there is neither, then the normal nested factorial analysis of variance is used to test for the effect of the treatment (i.e., the approach). If either the sequence effect or the interaction effect is significant, however, the treatment effect is tested using only the data for the first period in the sequence. That is, for those subjects who did the layering approach first, only their data for the layering approach is used; for those who did the direct implementation first, only their data for the direct implementation approach is used. The error estimate used for this test is a function of the subject error and time error terms [14].

2) The defect data typically will comprise small integer values, whose distribution does not satisfy the normality assumptions required of a standard analysis of variance. Defect data may be modeled more accurately by a Poisson-like distribution, and there are common statistical procedures to do Poisson (regression) analysis, allowing tests for the significance of the sequence, treatment, and sequence by treatment interaction effects. However, a true Poisson distribution would imply that the mean and variance are equal. The well-known vast differences in subjects makes this assumption unlikely to be met in our experiments. When the true variance is higher than that assumed by the Poisson model, a phenomenon called
"overdispersion" is present. The statistical analysis therefore must deal not only with nonnormality, but also with overdispersion. Without correcting for overdispersion, for example, the test for significance of the treatment (approach) may falsely indicate significance. Fortunately, there are statistical procedures to deal with this [1]. These procedures compute test statistics to see if a true Poisson regression is appropriate, or if a correction for overdispersion must be applied.

Some authors [5], [7] suggest, when analyzing data for which the assumptions of normality are known to be reasonable, that nonparametric tests may be more appropriate. However, it also is known that parametric tests on means and in experiments where cell sizes are equal (characteristics of our experiments), are fairly robust against deviations from normality [17]. Moreover, though it is easy to perform standard nonparametric tests such as the Mann-Whitney test [5], [6] to see if the primary effect due to reuse approach is present, these tests lose other information present in the experimental design and in the data (e.g., order, nesting of subjects within order, possible interactions between order and treatment, and actual values of the time and number of defects instead of their ranks). The Mann-Whitney test also is not very powerful for situations where there are many tied scores (as we have with the defect data), though it is possible to adjust for ties. Parametric models therefore allow one to get more information from the data, and are preferred if the models' assumptions are reasonably met.

In the following section, we report the detailed analyses of the parametric tests only. We did perform Mann-Whitney tests on the treatment effect for each experiment. The results of these nonparametric tests were exactly the same as their parametric counterparts, at the same significance level.

V. RESULTS

While there are enough data points to apply the statistical methods used in this paper, the small sample sizes used in our experiments adversely affect the power of the statistical tests. This means that, if indeed there are real differences between layering and direct implementation, our tests might conclude otherwise. One way to improve the power of the tests is to raise the alpha level (the probability of concluding that there is a significant treatment effect when in fact there is none). In each of the analyses that follow, the significance tests are done using the standard alpha level of .05, though a case might be made that a higher alpha level (e.g., .10) would be reasonable.

In the first experiment, the subjects already were very familiar with the component in question (the queue). They had seen, and likely used several times, the standard linked representation structure used in this experiment. Hence, the simplicity and familiarity of the component itself might mask true effects due to the treatment. Prior to the second and third experiments, the partial map component used in these experiments had been studied by the subjects in an exercise in

1Our time data also could fall into this category. There is some positive skewness in the data; actual tests for normality are highly volatile on small samples such as we have in our experiments.

<table>
<thead>
<tr>
<th>TABLE III</th>
<th>EXPERIMENT 1—INITIAL DESIGN/CODING TIME DATA SUMMARY</th>
</tr>
</thead>
<tbody>
<tr>
<td>Treatment</td>
<td>Layered First</td>
</tr>
<tr>
<td>Mean</td>
<td>SD</td>
</tr>
<tr>
<td>Layered</td>
<td>99.1</td>
</tr>
<tr>
<td>Direct</td>
<td>94.0</td>
</tr>
<tr>
<td>Overall</td>
<td>96.6</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>TABLE IV</th>
<th>EXPERIMENT 1—INITIAL DESIGN/CODING TIME ANALYSES</th>
</tr>
</thead>
<tbody>
<tr>
<td>Source</td>
<td>df</td>
</tr>
<tr>
<td>Sequence</td>
<td>1</td>
</tr>
<tr>
<td>Subject (within Sequence)</td>
<td>16</td>
</tr>
<tr>
<td>Sequence × Treatment</td>
<td>1</td>
</tr>
<tr>
<td>Subject × Treatment (within Sequence)</td>
<td>16</td>
</tr>
<tr>
<td>Treatment (1st period only)</td>
<td>1</td>
</tr>
<tr>
<td>Error</td>
<td>16</td>
</tr>
</tbody>
</table>

which they did an implementation using hashing. A hashing implementation was, in fact, used as the representation of the partial map component provided in experiments two and three (though the actual code for the implementation used in the experiments likely differed somewhat from that developed by any of the subjects in their exercise).

By using the standard .05 alpha level we felt that, if our experiments were biased at all, they were biased in favor of not getting a significant treatment effect when in fact one was present. Therefore, our judgment was that, if the experiment showed a significant treatment effect, it was not likely to be spurious.

A. Experiment 1—Queue Enhancement

The analysis of variance for this experiment, using initial design and coding time, revealed no significant effect for sequence (mean for layering first = 96.6 min., mean for direct first = 118.8 min., f = 1.84, critical F1,16, .05 = 4.49), but did indicate a significant sequence by treatment interaction (f = 20.73, F1,16, .05 = 4.49). The means and standard deviations for each of the four cells are shown in Table III, while the relevant components of the ANOVA table are shown in Table IV. In the ANOVA tables, statistically significant f values (at the .05 level) are indicated by an asterisk.

Following the approach outlined in the previous section, the treatment effect was tested using only the first period data, with the result that the layering approach required significantly less effort (f = 14.09, F1,16, .05 = 4.49).

When total time was used as the dependent variable, a situation similar to that for initial design and coding time was observed. There was no significant effect for sequence (mean for layering first = 163.4 min., mean for direct first = 182.6 min., f = 0.30, F1,16, .05 = 4.49), there was a significant sequence by treatment interaction (f = 7.16, F1,16, .05 = 4.49), and the first period data showed that the layering approach was significantly faster (f = 7.81, F1,16, .05 = 4.49). Tables V and VI contain the relevant data and ANOVA, respectively, for total time.
TABLE V

EXPERIMENT 1—TOTAL TIME DATA SUMMARY

<table>
<thead>
<tr>
<th>Treatment</th>
<th>Sequence</th>
<th>Layered First</th>
<th>Direct First</th>
<th>Overall</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean</td>
<td>SD</td>
<td>Mean</td>
<td>SD</td>
</tr>
<tr>
<td>Layered</td>
<td>145.1</td>
<td>81.4</td>
<td>102.8</td>
<td>47.6</td>
</tr>
<tr>
<td>Direct</td>
<td>181.8</td>
<td>111.0</td>
<td>262.3</td>
<td>102.4</td>
</tr>
<tr>
<td>Overall</td>
<td>163.4</td>
<td>96.3</td>
<td>182.6</td>
<td>112.8</td>
</tr>
</tbody>
</table>

TABLE VI

EXPERIMENT 1—TOTAL TIME ANALYSIS

<table>
<thead>
<tr>
<th>Source</th>
<th>df</th>
<th>Mean Sq.</th>
<th>f</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sequence</td>
<td>1</td>
<td>3257.1</td>
<td>0.30</td>
</tr>
<tr>
<td>Subject (within Sequence)</td>
<td>16</td>
<td>11057.7</td>
<td></td>
</tr>
<tr>
<td>Sequence x Treatment</td>
<td>16</td>
<td>33878.8</td>
<td>7.16*</td>
</tr>
<tr>
<td>Subject x Treatment (within Sequence)</td>
<td>16</td>
<td>4745.5</td>
<td></td>
</tr>
<tr>
<td>Treatment (first period only)</td>
<td>1</td>
<td>13735.8</td>
<td>7.81*</td>
</tr>
<tr>
<td>Error</td>
<td>16</td>
<td>1765.6</td>
<td></td>
</tr>
</tbody>
</table>

TABLE VII

EXPERIMENT 1—DEFECT DATA SUMMARY

<table>
<thead>
<tr>
<th>Treatment</th>
<th>Sequence</th>
<th>Layered First</th>
<th>Direct First</th>
<th>Overall</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean</td>
<td>SD</td>
<td>Mean</td>
<td>SD</td>
</tr>
<tr>
<td>Layered</td>
<td>0.89</td>
<td>0.93</td>
<td>1.33</td>
<td>1.41</td>
</tr>
<tr>
<td>Direct</td>
<td>2.67</td>
<td>3.57</td>
<td>4.22</td>
<td>3.99</td>
</tr>
<tr>
<td>Overall</td>
<td>1.78</td>
<td>2.69</td>
<td>2.78</td>
<td>3.26</td>
</tr>
</tbody>
</table>

TABLE VIII

EXPERIMENT 1—DEFECT ANALYSIS (POISSON REGRESSION)

<table>
<thead>
<tr>
<th>Source</th>
<th>df</th>
<th>Mean Sq.</th>
<th>f</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sequence</td>
<td>1</td>
<td>1.38</td>
<td>0.48</td>
</tr>
<tr>
<td>Treatment</td>
<td>1</td>
<td>7.84</td>
<td>2.72</td>
</tr>
<tr>
<td>Sequence x Treatment</td>
<td>1</td>
<td>&lt;0.01</td>
<td>&lt;0.01</td>
</tr>
<tr>
<td>Error</td>
<td>32</td>
<td>2.88</td>
<td></td>
</tr>
</tbody>
</table>

The Poisson analysis of the defect data revealed neither a significant sequence effect (mean for laying first = 1.78, mean for direct first = 2.78, f = 0.48, F₁,₃₂,₉₅ = 4.16) nor a significant sequence by treatment interaction (f < 0.01, F₁,₃₂,₉₅ = 4.16). Tables VII and VIII contain the relevant statistics. There was no significant treatment effect after correcting for overdispersion (f = 2.72, F₁,₃₂,₉₅ = 4.16).

B. Experiment 2—Partial Map Enhancement

The analysis of initial design and coding time for the partial map enhancement was similar to that for the queue enhancement. There was no significant sequence effect, but there was a significant sequence by treatment interaction (Tables IX and X). The test for the treatment effect, using only the first period data, revealed that the layering approach required significantly less effort (f = 18.87, F₁,₈,₉₅ = 5.32).

The analysis of total time gave results similar to that of initial design and coding time. Tables XI and XII show the data and analysis; the treatment test using only the first period data was significant in favor of laying (f = 14.35, F₁,₈,₉₅ = 5.32). Again, this replicated the results of Experiment 1.

The Poisson analysis of the defect data showed no significant effect either for sequence or sequence by treatment interaction. The treatment test, after correcting for overdispersion, showed a significant difference in favor of layering (i.e., the layering approach gave rise to significantly fewer defects). This result differed from that in Experiment 1, where no significant effect was observed (see Tables XIII and XIV for details).
C. Experiment 3—Partial Map Modification

In the analysis of initial design and coding time for the partial map modification experiment, there was no significant effect for sequence nor for the sequence by treatment interaction. The analysis of the treatment effect, using all of the data, revealed a significant treatment effect in favor of layering (Tables XV and XVI).

The analysis of total time also revealed no significant sequence effect, nor a significant sequence by treatment interaction. The treatment effect was not significant (Tables XVII and XVIII).

The Poisson analysis of the defect data revealed no significant sequence effect nor a significant sequence by treatment interaction. After correcting for overdispersion, the test on treatment was not significant (Tables XIX and XX).

D. Discussion

For this set of experiments, we found that the use of layering consistently resulted in significantly faster time to complete the initial design and coding of the new component. This result held as the component changed from one with which the subjects were quite familiar to one with which the subjects were less familiar (and which was more complex as measured by the number of operations encapsulated in it and total lines of code). The result also held as the task changed from a component enhancement to a component modification.

Total time, including that for testing, debugging and re-coding, also was significantly better using layering when the component was an enhancement. This result held for both the simple and familiar queue, and the more complicated and less familiar partial map. The modification task provided no such significant effect, though the mean total time for layering was much less than that for direct implementation. One possible explanation for this is that some defects made in the modification task tended to be nastier than those made in the enhancement task. It turned out that the average number of defects per subject was slightly higher for the enhancement task than for the modification task. If some of the defects for the modification task were, indeed, trickier, the time to debug and repair these defects would occupy a greater fraction of total time. Apparently, the nature of the defects was such that this debugging and repair time was not a function of the treatment, so the gain for layering in initial design and coding time is ameliorated when the debugging and repair time is added. Note that this could mean that trivial defects were just as trivial and nasty defects were just as nasty, whether layering or direct implementation was used.

No consistent effects in favor of layering were found for the defect data, though the mean number of defects was less
for layering in each experiment. Here the small scale of the experiment may influence the results. Almost every subject had fewer than five defects. Some of these defects likely were trivial and these relatively trivial defects might be just as likely to be made when using direct implementation as they are when using layering. If the fraction of relatively trivial defects was high for many of the subjects, it then will be difficult to obtain statistical significance. With the small number of defects observed in these data, it is somewhat remarkable that we obtained any significant effects for this dependent variable.

A final item worth noting is that, had the analysis of the defect data for experiment 1 not corrected for overdispersion, it would falsely have concluded that there was a significant effect favoring layering. This illustrates how using the wrong statistical analysis in software engineering experiments such as these can mistakenly support the use of a particular technology even when the data do not really indicate such support.

VI. CONCLUSION

The results of our experiments support the contention that, by using only a description of the functionality of and interfaces to existing components, new components can be developed with less effort than that required if the source code and representation data structures of the existing components are also used. In addition, it appears from our experiments that there certainly is no loss in the quality of the development process, at least in terms of the number of defects made during development, when the layering approach is used.

The empirical studies described in this paper illustrate interesting issues in the statistical analysis procedure, issues which, based on the authors’ experiences, are not well-known to software engineering researchers. It is important that the proper analysis is used, lest the wrong conclusions be reached regarding the benefits of a particular method and/or best use is not made of the information contained in the experimental design and the data collected.

The subjects used in our experiments, while mature students many of whom had full-time jobs involving software development, might not be representative of the typical programmer. Generally, they had only a couple of years’ experience in commercial software development. Subjects with different backgrounds might perform differently on our experimental tasks; this is a potential avenue for future research.

It also might be interesting to compare the actual amount of code written by the subjects when using layering with that written when using direct implementation, to see if layering required less “work.” If so, then the amount of work required (measured by required changes to the code) would be an alternative explanation of our results for the time and defect data. We did not collect this “code change” data. Of course, from an abstract point of view, the amount of change required when using layering was identical to that required when using direct implementation, since the functionality required was the same in each case. Moreover, we believe that a software engineer, when faced with the choice of using layering or direct implementation, would find it difficult to estimate in advance which approach would require less work, even when (as in our experiments) the engineer is quite familiar with the representations used in the direct implementation.

We are planning further experiments to more carefully analyze the defects made in the development of components such as those studied herein. It is important not only to characterize the kinds of defects observed, but also to provide if possible some cognitive explanation of these observations. We also are planning other studies to try to replicate the results reported herein. Studies such as these serve to provide a more sound and scientific basis for using (or not using) various software engineering methods.
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