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ABSTRACT

The robustness of the Kalman filter to double talk and its rapid convergence make it a popular approach for addressing acoustic echo cancellation (AEC) challenges. However, the inability to model nonlinearity and the need to tune control parameters cast limitations on such adaptive filtering algorithms. In this paper, we integrate the frequency domain Kalman filter (FDKF) and deep neural networks (DNNs) into a hybrid method, called NeuralKalman, to leverage the advantages of deep learning and adaptive filtering algorithms. Specifically, we employ a DNN to estimate nonlinearly distorted far-end signals, a transition factor, and the nonlinear transition function in the state equation of the FDKF algorithm. Experimental results show that the proposed NeuralKalman improves the performance of FDKF significantly and outperforms strong baseline methods.
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1. INTRODUCTION

Acoustic echo cancellation (AEC), as an active and challenging research problem in the domain of speech processing, has been studied for decades and is widely used in mobile communication and teleconferencing systems. The goal of AEC is to eliminate the far-end signal from the near-end microphone signal so as to remove the echo of the far-end signal (back to the far end). In conventional digital signal processing (DSP)-based adaptive filtering algorithms [1, 2, 3, 4, 5] including normalized least mean square (NLMS) and affine projection, RLS, echo removal is achieved by constantly estimating the linear transfer function between the loudspeaker playing the far-end signal and the near-end microphone, known as the echo path. However, in such AEC algorithms, control parameters need to be tuned to ensure fast convergence, and nonlinearity modeling (i.e. nonlinearity introduced by a loudspeaker) is missing.

With recent advances in deep neural networks, deep learning-based methods [6, 7, 8] have been utilized for AEC, and their ability to model nonlinear relations leads to promising results, even in challenging noisy or double-talk scenarios. Such methods usually treat AEC as a source separation problem and directly estimate the near-end signal based on the microphone and far-end reference signal. In recent AEC challenges [9], two-stage hybrid systems [10, 11, 12, 13] that use DNN as a nonlinear post-processor of a DSP-based adaptive filtering algorithm have shown promising results. In such hybrid systems, DNNs perform nonlinear residual echo suppression, which compensates for the drawbacks of adaptive filtering algorithms. To further leverage the advantages of DNN and adaptive filtering algorithms, method such as Deep Adaptive AEC [14] trains a hybrid model where a linear algorithm is embedded as differentiable layers, which has been proven to be highly effective in modeling a time-varying echo path.

As an adaptive filtering algorithm for AEC, the frequency domain Kalman filter (FDKF) [15, 16] shows robustness in double-talk scenarios and better convergence rates. Hybrid methods based on the Kalman filter algorithm [17, 18, 19] have been used in research fields such as pose estimation, and speech filtering, but have not been well explored in the domain of AEC. The most related study is the Neural Kalman Filtering proposed in [20], where a DNN is trained to estimate a Kalman gain. Directly estimating the Kalman gain, however, omits crucial steps in the Kalman filter and leads to a hybrid model that resembles estimating a step size in NLMS algorithms, such as the Deep Adaptive AEC approach proposed in [14]. Therefore, determining the optimal approach to leverage the Kalman filter and utilize DNNs to enhance the hybrid model remains an uncertain problem that is worth further investigation.

Our objective in this study is to develop a hybrid model that maximizes the benefits of both the frequency-domain Kalman filtering algorithm and DNNs. Our findings suggest that solely estimating components in the Kalman filter with DNNs does not necessarily result in improved performance. However, using DNNs to estimate missing or approximated components in the Kalman filter can lead to significant improvements. Specifically, we utilize DNN to estimate the nonlinearly distorted far-end signal, the transition factor and a nonlinear transition function in the state equation of the Kalman filter.
the frequency-domain Kalman filter. Experimental results show that modeling the nonlinear distortion in far-end signals yields substantial improvements to the NeuralKalman. The transition factor shows adaptations to abrupt echo path changes and introducing a nonlinear transition function in the state equation accelerates training. Compared to modeling the covariance of the state noise and observation noise, we observe that injecting a nonlinear transition function in the state equation achieves similar improvement with less computation. The results show that the proposed hybrid NeuralKalman model suppresses echo well and outperforms the recent NLMS-based Deep Adaptive AEC [14].

2. PROPOSED METHOD: NEURALKALMAN

In a typical acoustic echo scenario, the far-end signal $x(t)$ is transmitted to the near end via a loudspeaker and received by a microphone as acoustic echo $d(t)$:

$$d(t) = h(t) * NL(x(t)) \quad (1)$$

where $h(t)$ represents the echo path, $NL(\cdot)$ represents the nonlinear distortion from the loudspeaker, $*$ denotes convolution. The microphone signal $y(t)$ is composed of echo $d(t)$, near-end speech $s(t)$ and noise $n(t)$:

$$y(t) = s(t) + n(t) + d(t) \quad (2)$$

and it is usually processed, with the far-end signal $x(t)$ as a reference, for echo removal before being sent to the far end.

2.1. Frequency-domain Kalman Filter

Frequency-domain Kalman filter for AEC [15, 16] estimates echo signal by modeling the echo path with an adaptive filter $W(k)$ where $k$ denotes the frame index, as shown in Fig. 1(a). In this study, we focus on AEC in clean condition and aim at estimating the near-end speech $s(t)$. FDKF can be interpreted as a two-step procedure and the updating of filter weights is achieved through the iterative feedback from the two steps. Following the notation in [15], in the prediction step, the frequency-domain near-end signal vector $S(k)$ is estimated by the measurement equation,

$$\hat{S}(k) = Y(k) - G^{01}X(k)W(k), \quad (3)$$

where $X(k)$ is the frequency-domain far-end signal matrix, $Y(k)$ corresponds to the frequency-domain microphone signal vector. $G^{01}$ is the overlap-save projection matrix. $W(k)$ denotes the estimated echo path in the frequency domain. In the update step, the state equation for updating echo path $\hat{W}(k)$ is defined as,

$$\hat{W}(k + 1) = A[\hat{W}(k) + G^{01}K(k)\hat{S}(k)], \quad (4)$$

where $A$ is the transition factor. $K(k)$ denotes the Kalman gain. As shown in Fig. 1(a), $K(k)$ is related to far-end signal $X(k)$, echo path $W(k - 1)$ and estimated near-end signal $\hat{S}(k - 1)$. The dash line indicates the relations not expressed directly in the equations, e.g., $\hat{S}(k)$ in $Ψ_{vv}(k)$ [15]. The calculation of $K(k)$ is defined as,

$$K(k) = P(k)X^H(k)[X(k)P(k)X^H(k) + 2Ψ_{vv}(k)]^{-1}, \quad (5)$$

$$P(k + 1) = A^2[I - \frac{1}{2}K(k)X(k)]P(k) + Ψ_{ΔΔ}(k), \quad (6)$$

where $P(k)$ is the state estimation error covariance. $Ψ_{vv}(k)$ and $Ψ_{ΔΔ}(k)$ are observation noise covariance and process noise covariance respectively and are approximated by the covariance of the estimated near-end signal $Ψ_{ss}(k)$ and the echo-path $Ψ_{ww}(k)$, respectively. More details can be found in [15].

2.2. NeuralKalman Framework

While being robust to double-talk and achieving a better convergence rate, the FDKF algorithm still faces several challenges. First, the echo is modeled as a linear transform of far-end signal $X(k)$ while neglecting the nonlinear distortion caused by amplifiers. Second, in FDKF algorithm, $Ψ_{vv}(k)$ and $Ψ_{ΔΔ}(k)$ are approximated. An inaccurate estimate of covariance will degrade the performance of FDKF algorithm.

![Fig. 1. Diagrams of (a) Frequency-domain Kalman filter and (b) proposed NeuralKalman, where $z^{-1}$ denotes the unit delay.](image-url)
Third, in the FDKF algorithm, the transition factor \( A \) in the state equation (Eq. 4) is typically assigned a fixed value that is manually adjusted based on the non-stationarity of the echo path. However, a fixed \( A \) is less likely to adapt well to the changing environment.

To address these problems, we propose NeuralKalman. Unlike [20] which directly estimates Kalman gain from concatenated input features comprising estimated far-end, near-end signals, and innovation of \( W \), the proposed framework leverages DNNs to estimate the transition factor \( A \), the far-end nonlinear distortion \( g(\cdot) \), and a nonlinear transition function \( t(\cdot) \), as shown in Figure 1(b). Since the echo path and nonlinear distortion information can be retrieved from the microphone and far-end signals, the input feature computed from the complex STFT of the microphone signal and far-end signal is shared for estimating transition factor \( A \) and nonlinear distortion \( g(\cdot) \). Similar to NeuralEcho [8], the employed input feature is a concatenation of temporal correlation, frequency correlation, channel covariance, and normalized log power spectrum of microphone and far-end signal. As shown in Fig. 1(b), an recurrent neural network (RNN) takes the computed input feature and is followed by two branches for estimating nonlinearly distorted far-end signal \( \hat{X}(k) \) and transition factor \( \hat{A}(k) \) respectively. The shared RNN is a 4-layer long short-term memory (LSTM) network where each layer has 257 hidden units.

### 2.2.1. Nonlinear Distortion \( g(\cdot) \)

To address the nonlinear distortion introduced by the loudspeaker, we estimate the far-end nonlinear distortion with DNNs and use the nonlinear far-end signal as a reference for updating the Kalman filter. As illustrated in Figure 1(b), the sub-network responsible for estimating \( g(\cdot) \) consists of a linear layer with Rectified Linear Unit (ReLU) activation, followed by two one-dimensional convolution layers (Conv. 1D). The non-linearly distorted far-end signal \( \hat{X}(k) \) is obtained by applying the complex-valued ratio filters \( cRF \) [21, 8] to the microphone signal \( Y(k) \).

### 2.2.2. Nonlinear Transition Function \( t(\cdot) \)

In [20], the paper illustrates the effectiveness of implicitly modeling the covariance of state noise and observation noise during the Kalman gain estimation process. Our observation, as discussed in Sec. 4, also demonstrates that incorporating covariance modeling enhances performance. However, we find that introducing a nonlinear transition function in the state equation leads to a comparable performance improvement with less computation. More specifically, we replace the linear transition function in Eq. 4 with a nonlinear one:

\[
\hat{W}(k+1) = t(A[\hat{W}(k) + G^{01} K(k) \hat{S}(k)]),
\]

where the nonlinear transition function \( t(\cdot) \) is estimated from an LSTM cell which has 256 hidden units. The input to the LSTM cell consists of the estimated \( \hat{W}(k+1) \) from Eq. 4 and previous state \( h_{k-1} \). Then two linear layers take \( h_k \) as input and output the real and imaginary parts of the processed \( t(\hat{W}(k+1)) \).

\[
h_k = RNN(\hat{W}(k+1), h_{k-1}),
\]

\[
t(\hat{W}(k+1)) = FNN(h_k),
\]

where \( RNN \) and \( FNN \) denote the LSTM cell and linear layers respectively.

### 2.2.3. Transition Factor \( A \)

Transition factor \( A \) in the range of \([0,1]\) depicts the variation of the Kalman filter and it is often manually tuned to a value that is close to 1. To incorporate the influence of possible changes in the echo path on the transition factor, instead of using a fixed value, we employ DNN to estimate a time-varying transition factor for Eq. 4. The branch for estimating frame-based transition factor \( A(k) \) is composed of a linear layer followed by a sigmoidal activation function.

### 2.2.4. Loss Function

The loss function is defined to jointly optimize SI-SDR [22] in the time domain and mean absolute error (MAE) of magnitude spectrogram between the target and estimated near-end signal.

\[
L = -SI-SDR(s, \hat{s}) + \alpha MAE(|S|, |\hat{S}|),
\]

where \( \hat{s} \) and \( \hat{S} \) are the estimated time-domain and frequency-domain near-end signal, respectively. And \( \alpha \) is set to 10,000 in our implementation to balance the value range of the two losses.

### 3. EXPERIMENTAL SETUP

#### 3.1. Dataset

Following [8], we simulate the single-channel AEC dataset using AISHELL-2 [23] and AEC-Challenge [9] datasets. We use clean and nonlinearly distorted far-end signals from AEC-Challenge’s synthetic echo set [9]. Nonlinear distortions such as maximum amplitude clipping with a Sigmoidal function [6], learned distortion functions, etc. are included in the far-end signals. To simulate acoustic echo, 10k room impulse responses (RIRs) sets with random room characteristics are generated using the image-source method [24] with reverberation time (RT60) ranging from 0 to 0.6 seconds. Each of the 10k RIRs sets comprises the RIRs from locations of the loudspeaker, near-end speaker. During data generation, the signal-to-echo-ratio (SER) ranges from -10 dB to 10 dB and RIRs set is randomly picked. The training set has 90k utterances, and 10k utterances are randomly selected in each epoch for training. Each network is trained for 90 epochs. We generated
200 utterances for validation and 300 utterances for testing. The test set is generated from utterances and RIRs that are not seen in training process. All input audios are sampled at 16 kHz. STFT is computed with a 32 ms frame length and 50% frame shift.

### 3.2. Evaluation Metrics

We evaluate the echo cancellation performance of the proposed NeuralKalman using perceptual evaluation of speech quality (PESQ) [25] and word error rate (WER). To evaluate WER, we use a commercial general-purpose speech recognition API [26] to test the automatic speech recognition (ASR) performance.

### 4. EXPERIMENTAL RESULTS

#### 4.1. NeuralKalman Evaluation

We conduct an ablation study to primarily investigate the impact of modeling the nonlinear transition function \( t(\cdot) \) and the transition factor \( A \). The influence of modeling of nonlinear distortion \( g(\cdot) \) has been well examined in prior research [14]. NeuralKalman models with different DNN components are built for comparison and the results are shown in Table 1. The NeuralKalman model discussed in Sec. 2.2 and shown in Fig. 1(b) corresponds to NeuralKalman-\( g(\cdot)/t(\cdot)/A \) which estimates a nonlinear distortion function \( g(\cdot) \), a nonlinear transition function \( t(\cdot) \) and the transition factor \( A \). NeuralKalman-\( g(\cdot)/A \) uses DNN to jointly estimate a nonlinear distortion function \( g(\cdot) \) and the transition factor \( A \). NeuralKalman-\( g(\cdot)/t(\cdot)/A \) estimates a nonlinear distortion function \( g(\cdot) \) and a nonlinear transition function \( t(\cdot) \).

Since an accurate estimation of covariance matrices in FDKF would contribute to better convergence rate and AEC performance [15], we also train a NeuralKalman-\( g(\cdot)/\Psi/A \) model which involves training two LSTM cells with 256 hidden units to estimate the covariance matrices \( \Psi_{vv}(k) \) and \( \Psi_{\Delta\Delta}(k) \). The inputs to the RNNs for estimating \( \Psi_{vv}(k) \) and \( \Psi_{\Delta\Delta}(k) \) are the estimated near-end speech \( \hat{S}(k) \) and updated \( \hat{W}(k) \), respectively. NeuralKalman-\( g(\cdot)/\Psi/t(\cdot)/A \) which performs both covariance matrices and nonlinear transition function estimation is also trained for comparison.

![Fig. 2. SI-SDR loss curve of NeuralKalman-A/g(\cdot) and NeuralKalman-A/g(\cdot)/t(\cdot).](image)

4.1.1. Nonlinear Distortion \( g(\cdot) \)

While the influence of modeling \( g(\cdot) \) has been discovered in [14], we also observe that the key improvement comes from modeling the far-end nonlinear distortion. We find that by solely estimating \( A \), we achieve a PESQ score of 2.32 and a WER of 31.67% which is slightly better than Kalman filter. Compared to only estimating \( A \), we find that further introducing far-end nonlinear distortion \( g(\cdot) \) increases PESQ by 0.25, and reduces WER relatively by 29.4%.

4.1.2. Nonlinear Transition Function \( t(\cdot) \)

With the learned nonlinear transition function \( t(\cdot) \), the performance of NeuralKalman is further improved. As shown in Table 1, by comparing the results of NeuralKalman-\( g(\cdot)/t(\cdot)/A \) and NeuralKalman-\( g(\cdot)/t(\cdot)/A \), we find that PESQ is improved by 0.1, and WER is relatively reduced by 8.8%. NeuralKalman-\( g(\cdot)/\Psi/A \) which substitute approximated \( \Psi_{vv}(k) \) and \( \Psi_{\Delta\Delta}(k) \) in FDKF with DNN learned covariance, has also shown improved performance in terms of all metrics. Compared to NeuralKalman-\( g(\cdot)/\Psi/A \), we observe that NeuralKalman-\( g(\cdot)/t(\cdot)/A \) can achieve slightly better performance with less computational cost. Also, the result of NeuralKalman-\( g(\cdot)/\Psi/t(\cdot)/A \) shows that estimating both covariance and nonlinear transition function does not bring further improvement. In addition, we observe from Fig. 2 that estimating the nonlinear transition function \( t(\cdot) \) brings faster training convergence speed. Therefore, we decide to only estimate \( t(\cdot) \) instead of \( \Psi \).

4.1.3. Transition Factor \( A \)

By incorporating the modeling of the transition factor \( A \), the Kalman filter gains enhanced flexibility in controlling the update of the echo path. We validate the necessity of estimating transition factor \( A \) by eliminating the estimation of \( A \) from the best-performing NeuralKalman-\( g(\cdot)/t(\cdot)/A \) model, where we find that PESQ reduces by 0.1 and WER increases to 21.98%. To examine the response of \( A \) in the scenario of abrupt echo path change, we have also evaluated a model that solely estimates \( A \) (named as NeuralKalman-A) on a sample
Fig. 3. Estimated transition factor $A$ for signals with no echo path change (a, b) and with abrupt echo path change (c, d): (a)(c) Magnitude STFT of a microphone signal, (b)(d) Estimation of $A$ from NeuralKalman-A model.

Table 2. Performance comparison with baseline methods.

<table>
<thead>
<tr>
<th>Method</th>
<th>PESQ</th>
<th>WER</th>
</tr>
</thead>
<tbody>
<tr>
<td>Unprocessed</td>
<td>1.87</td>
<td>79.85%</td>
</tr>
<tr>
<td>Kalman Filter [16]</td>
<td>2.32</td>
<td>32.89%</td>
</tr>
<tr>
<td>NLMSNet [14]$^1$</td>
<td>2.52</td>
<td>23.33%</td>
</tr>
<tr>
<td>DNN-AEC</td>
<td>2.62</td>
<td>23.14%</td>
</tr>
<tr>
<td>NeuralKalman-$g(\cdot)/t(\cdot)/A$</td>
<td>2.67</td>
<td>20.41%</td>
</tr>
</tbody>
</table>

with abrupt echo path change. The RIR is abruptly switched from one to another at the indicated position in Fig. 3. We plot the value of learned $A$ from the NeuralKalman-A model on audios with and without abrupt echo path change. It is observed that for the audio signal without echo path change, the learned $A$ is close to 1 and relatively stable throughout time, which explains why the performance of NeuralKalman-A is similar to that of FDKF. For the signal with abrupt echo path change, we observe that the value of learned $A$ decreases to nearly 0 when the echo path abruptly changes and gradually increases afterward, which is reasonable to obtain a stable convergence. We believe that it is proper to use a time-varying $A$ in scenarios with echo path changes to make the updating of the algorithm stable and diminish the chances of divergence.

4.1.4. Other observations

Other experiments such as using additional LSTM cells to estimate the complex matrices of $K(k)$ and $P(k)$ on top of NeuralKalman-$g(\cdot)/t(\cdot)/A$ are performed and achieve similar performance. It is observed that solely estimating Kalman filter components using DNNs did not consistently improve performance. However, estimating missing or approximated components yields significant improvements.

4.2. Comparison with Baselines

We compare the proposed NeuralKalman-$g(\cdot)/t(\cdot)/A$ model with strong baseline methods including frequency-domain Kalman filter [16], NLMSNet which is based on deep adaptive AEC [14], and a fully DNN-based model DNN-AEC.

Following [14], NLMSNet is a hybrid model based on NLMS algorithm and takes microphone and far-end signal as inputs and estimate the step size parameter and the non-linear far-end signal. DNN-AEC is a method based entirely on DNNs that uses the microphone and far-end signal as inputs directly predict the speech at the near-end. In our experiments, NLMSNet and DNN-AEC adopt the same RNN network, input feature and loss function as the proposed NeuralKalman which are described in Sec. 2.2. From Table 2, we observe that all hybrid methods outperform the frequency-domain Kalman filter algorithm. Among the hybrid methods, NeuralKalman has the best performance. We observe that NLMSNet does not show superiority over DNN-AEC when trained on data with stationary echo path. Compared to NLMSNet, NeuralKalman improves the PESQ by 0.15 and relatively improves WER by 12.5%. NeuralKalman outperforms DNN-AEC in terms of PESQ and WER, with PESQ showing a 0.05 improvement and WER showing a relative improvement of 11.8%. Fig. 4 shows the magnitude STFT of the near-end signal estimated by different methods. The frequency-domain Kalman filter’s ability to suppress echoes appears to be limited. Hybrid method such as NLMSNet shows promising echo suppression results in double talk regions; however, echoes remain present in single talk regions. Among the baseline methods, DNN-AEC and NeuralKalman-$g(\cdot)/t(\cdot)/A$ demonstrate superior effectiveness in removing echoes.

5. CONCLUSION

In this paper, we have proposed a learnable Kalman filter for acoustic echo cancellation. The proposed model leverages the advantages of DNN to improve the Kalman filter by estimating the missing or approximated components, including the transition factor, nonlinear distortion of the far-end signal, and nonlinear transition function for the estimated echo path. Systematic evaluations show that the proposed method outperforms recent baseline methods. For future work, with more access to data, we will explore training NeuralKalman on real-recorded signals with echo path changes and explore utilizing it in real-world devices.

$^1$NLMSNet is a modified and retrained version of [14] for fair comparison.
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