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Abstract

The success of AlphaGo Zero shows that a computer can learn to play a complicated board game without relying on the knowledge from human players. We observe that designing a distributed protocol is similar to playing board games to some extent: when determining the next action to take, they both want to ensure they can win even when a smart opponent tries to drive the game/protocol to the worst case. In this work, we explore whether we can apply similar techniques to learn a distributed protocol with zero knowledge. Towards this goal, we model the process in a distributed protocol as a state machine, and further rely on model checking to validate the correctness of the learned state machine. With this approach, we successfully learned a correct atomic commit protocol with three processes, and upon that, we further discuss future work.

1 Introduction

Designing and optimizing a distributed protocol is challenging, often taking decades of efforts. Examples include the series of works on Atomic Commit [4, 8, 22, 35], Paxos [13, 14, 21, 23, 26, 33, 30, 33], and Byzantine Fault Tolerance [1, 3, 5, 11, 15]. This work explores whether we can leverage AI techniques to design and optimize distributed protocols. In particular, to minimize human effort, we expect this approach to be zero-knowledge: a human expert only needs to specify the desired properties of the target protocol, but does not need to suggest any internal details of the protocol.

AI has made great successes in board games like chess and go: AlphaGo Zero can beat human Go champions by self playing and training without relying on knowledge from human players [28]. We observe designing a distributed protocol is similar to playing board games to a large extent: a process needs to choose an action so that, even an opponent drives the system to the worst case, certain properties are never violated. In a distributed protocol, such an opponent could be a malicious process trying to break the protocol, a selfish process trying to get more resources, or random crashes and message losses. To explore this idea, we address the following challenges:

- Model a distributed protocol with zero knowledge. Unlike a board game, which typically has well-defined states and actions, a distributed protocol does not. How to model a distributed protocol becomes the first challenge we face: this model should be generic enough to describe most of the protocols and should be able to be mapped to an AI model. Fortunately, we find the distributed system community has already provided an answer: we can model a process in a distributed protocol as a state machine. The state machine approach has been widely used [25], which proves its generality. A state machine, which determines the next state and output based on its input and current state, can be mapped directly to an AI model. A human expert can specify the desired properties of a state machine, without knowing its internal details.
• Validate the learned protocol. Learning often cannot achieve full accuracy, but a distributed protocol is expected to be fully correct. To address this challenge, we combine learning with model checking, which is widely used to verify the correctness of distributed protocols [17, 32]. If checking fails, we can use the counter examples provided by model checking to further train the model.

We have applied our approach to learn a simplified atomic commit protocol (no recovery). So far, our approach can learn a 3-node protocol that can pass model checking. Based on such results, we discuss future directions.

2 Approach

In this section, we first describe how to model a distributed protocol and then present the learning procedure and the verifying procedure.

2.1 Modelling a Distributed Protocol with Zero Knowledge

Following the widely used state machine approach, we model each participant process of a distributed protocol as a deterministic state machine. A state machine has a set of states, inputs, outputs, and a transition function to determine the (next state, output) from (current state, input). Figure 1a shows an example state machine, which indicates that, if a process is in state 2, and receives three 2s as input, it will transition to state 3.

Modelling a process as a state machine has several benefits. First, the state machine can be mapped directly to a neural network, which takes (current state, input) as the input to compute (next state, output). Second, because of the popularity of the state machine approach, we know it is generic enough to describe most distributed protocols. Finally, it allows a human expert to express the desired properties without knowing how the protocol works. For example, for the Atomic Commit protocol, which tries to ensure that all processes either all commit or all abort [16], a human expert can assign Commit and Abort to two states in the state machine (Figure 1a), and specify a rule stating that if one process reaches Commit, no other processes can reach Abort, and vice versa. This is the minimal a human expert needs to do to design a protocol. On the other hand, the AI model does not need to understand these meanings, can incorporate additional states that have no specific meanings assigned by the human expert (e.g., state 7), and can determine the conditions of transitions by itself.

To simplify training without losing generality, we make several assumptions: we assume each state will include the output, so a process will broadcast its state to other processes. We assume the protocol works in multiple rounds. Before the first round, the state machine of each process will be given an initial state, set up by our training procedure (e.g., “Local Abort” and “Local Commit” in Figure 1a). At the beginning of each round, a process will broadcast its own state to every process including itself, while some of the messages may be lost due to process crashes (a lost state is represented as a special state as shown in Figure 1a). Then each process will apply its state machine, using the received states as the input, to determine the next state of the state machine. A process will broadcast the updated state in the next round. In this work, we assume all processes use the same state machine and only consider crash failures. We discuss alternatives in Section 3.

Without a prior knowledge of the protocol, we don’t know the number of states or rounds required for the protocol, so our strategy is to start from smaller numbers of states and rounds and add more states and/or rounds if we cannot learn a correct state machine.

2.2 Training the AI model

At a high level, our training process is similar to that of AlphaGo Zero: we start from a randomly initialized neural network as the state machine, and generate the training set by randomly choosing initial states and lost messages; given the state machine, the initial states, and the lost messages, the whole protocol can “self play” as discussed in the prior section, in which each process will generate a sequence of states; finally we determine the rewards depending on whether these states meet the properties specified by the human expert and use the rewards to train the neural network.

For example, for the Atomic Commit protocol, we design our reward function as follows [8]. In one run of the protocol, a process’s final decision is FINAL_COMMIT if it has reached COMMIT state but not ABORT state, is FINAL_ABORT if it has reached ABORT state but not COMMIT state, and...
state, is FINAL_CONFLICTING if it has reached both COMMIT and ABORT states, and is FINAL_UNDECIDED if it has neither reached COMMIT state nor reached ABORT state.

1. If a process’ decision is FINAL_CONFLICTING, we set the reward to be -2000.
2. If a process’ initial input is LOCAL_ABORT and its decision is FINAL_COMMIT, we set the reward to be -2000.
3. If some processes’ decisions are FINAL_COMMIT and some processes’ decisions are FINAL_ABORT, we set the reward to be -2000.
4. If a process’ initial input is LOCAL_ABORT and there are no lost states, we set the reward to be +100 if all processes’ decisions are FINAL_ABORT and -2000 otherwise.
5. If the initial states of all processes are LOCAL_COMMIT and there are no lost states, we set the reward to be +100 if all processes’ decisions are FINAL_COMMIT and -2000 otherwise.
6. If a process’ decision is FINAL_UNDECIDED, we set the reward to be -0.5.

Rules 1-5 try to achieve correctness by giving large negative reward when correctness is violated. Rule 6 tries to encourage liveness. These reward values are set based on multiple attempts, and we will investigate the impact of different reward values in the future. We adopt the neural network based Q-table in deep q-learning algorithm [19] to map the input and action. Since the rewards can only be determined in the last round but the AI model needs to be applied at every round, we propagate the final rewards back from the last round to earlier rounds. Unlike AlphaGo Zero [27], which back propagates the final rewards by Monte-Carlo Tree Search algorithm to update the model, our final rewards are split equally as the training target for both rounds to update the model. Besides, we use \( \varepsilon \)-greedy search algorithm [24] to balance exploration and exploitation, while AlphaGo Zero uses upper confidence bound algorithm [2].

2.3 Validating the learned model

To prove a distributed algorithm correct, we must clarify what properties a correct solution should satisfy. For node \( n \in N \), consider the local decision, \( b_n \), that serve as the start states for the protocol; and the set of final decisions, \( F_n \). In order to capture the possibility of one or more nodes losing a message, we also consider a set of all messages, \( M \), that were distributed between the nodes during the execution of the protocol and the associated predicate \( L = \exists m \in M (m = \text{Lost}) \). Based on Rules 1-5, we formally defined five required properties for an Atomic Commit protocol (see Appendix).

In order to prove that the learned model satisfies these properties, we implemented a verifier using the Z3 Theorem Prover [6]. Using the Z3py Python API we created a generic interface to prove properties of a distributed algorithm whose transitions through its state machine are defined arbitrarily.

The set of states that a node can be in at any given time is called \( S \). For example, for Atomic Commit, \( S \) contains the states shown in Figure 1a. To extract the behavior of the model, our verifier generates an exhaustive list of transitions for the \( N \) nodes by evaluating the learned model over every \( s \in S^N \), where \( \delta(s) \) is the resulting state. For each transition that is made during the execution in the protocol,
the verifier then adds an assertion in the Z3 solver that a set of input variables equivalent to \( s \) implies that the resulting state must be equivalent to \( \delta(s) \).

Our verifier then asserts against the solver that at least one of the five properties are false. Solving this system leveraging Z3 allows us to check the resultant model against our desired properties. If the system is satisfiable, we can confirm a model generated is an incorrect implementation of atomic commit as there exists an execution that violates the required properties. Following this logic, if the system is unsatisfiable, we conclude the algorithm is correct. Note that although these correctness properties are specific to the target protocol, the verifier is generic across different protocols and provides an interface for specifying the corresponding correctness properties.

2.4 Preliminary Results

We have applied our approach to learn a simplified Atomic Commit protocol, which does not consider recovery of failed processes. Figure 1b demonstrates the model architecture that we use. Our model contains three fully connected layers (FC) and one output layer. The input to the first FC layer is all messages that one process has received after one round of information exchange. We use ReLU as the activation function after each FC layer. The model will generate 3 values that represent expected rewards for taking each action. Our implementation is based on TF-Agents [9] and Python. We utilize a 16-core AMD 7302P CPU to conduct training process due to the simplicity of the model architecture. Learning rate is decaying from 0.01 to 0.001 during training. \( \epsilon \) factor of exploration search algorithm is decayed gradually until reaches 0.1.

With around one hour of training, our approach can successfully learn a state machine for a 3-node Atomic Commit protocol, which can pass the model checking discussed in Section 2.3.

3 Future work

**More complicated protocols.** We will explore other protocols, like distributed locking [7], Paxos [13, 14], and Byzantine Fault Tolerance (BFT) [15]. For BFT, since a process can be malicious, we will allow different processes to use different state machines.

**More processes.** Training a protocol involving more processes will incur a higher computational overhead. Furthermore, people often expect a genetic protocol working for any number of processes. To address this challenge, we observe that the structure of a state machine (i.e., number of states and transition edges) usually won’t change with the number of processes—the changing part is the condition of each transition edge. This observation may help us to extrapolate a larger or even genetic state machine from a number of smaller protocols. Prior works have shown this is promising [18, 34].

**Properties other than correctness.** We envision liveness is a challenging property to model because it cannot be checked in a finite number of rounds. We may tune the rewards to encourage the protocol to use fewer messages, use fewer rounds of message exchanges, or make a decision earlier, etc.

4 Related Work

Modern Reinforcement Learning (RL) algorithm combined with deep neural network has shown the ability to outperform a professional human in many fields such as Go [20], video games [20, 12], and real-world problems [31, 29]. Furthermore, a self-taught AlphaGo Zero program from DeepMind can outperform human Go champions without relying on human knowledge [28].

With our best effort, we do not find related work that uses AI techniques to learn a distributed protocol in general. Though, one work [10] utilizes a similar self-play reinforcement learning algorithm to learn a specific distributed directory protocol. They model the protocol into two competitive agents. One agent tries to learn a protocol while another agent tries to find challenging inputs for the learning agent. Our work considers more general scenarios, targeting generating distributed protocols with pre-defined objectives.

5 Conclusion

This work explores whether we can use techniques like AlphaGo Zero to learn a distributed protocol by self playing with zero knowledge from human experts. With our preliminary results, we discuss possible future directions for further improvement.
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The formally defined properties for an Atomic Commit protocol are shown below. We verified these properties using the Z3 Theorem Prover mentioned in Section 2.3.

P1. $\neg \exists n \in N((\exists f \in F_n (f = \text{Commit})) \land (\exists f \in F_n (f = \text{Abort})))$

P2. $\forall n \in N((b_n = \text{LocalAbort}) \implies \neg \exists f \in F_n (f = \text{Commit}))$

P3. $\neg \exists n, m \in N((\exists f_n \in F_n, f_m \in F_m ((f_n = \text{Commit} \land f_m = \text{Abort}) \lor (f_n = \text{Abort} \land f_m = \text{Commit}))))$

P4. $\neg L \implies \forall n \in N((b_n = \text{LocalAbort}) \implies \forall f \in F_n (f = \text{Abort}))$

P5. $\neg L \implies \forall n \in N((b_n = \text{LocalCommit}) \implies \forall f \in F_n (f = \text{Commit}))$