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ABSTRACT

Supervised speech separation algorithms seldom utilize output patterns. This study proposes a novel recurrent deep stacking approach for time-frequency masking based speech separation, where the output context is explicitly employed to improve the accuracy of mask estimation. The key idea is to incorporate the estimated masks of several previous frames as additional inputs to better estimate the mask of the current frame. Rather than formulating it as a recurrent neural network (RNN), which is potentially much harder to train, we propose to train a deep neural network (DNN) with implicit deep stacking. The estimated masks of the previous frames are updated only at the end of each DNN training epoch, and then the updated estimated masks provide additional inputs to train the DNN in the next epoch. At the test stage, the DNN makes predictions sequentially in a recurrent fashion. In addition, we propose to use the $L_1$ loss for training. Experiments on the CHiME-2 (task-2) dataset demonstrate the effectiveness of our proposed approach.

Index Terms—deep stacking networks, recurrent neural networks, deep neural networks, speech separation

1. INTRODUCTION

For speech separation/enhancement in the short-time Fourier transform domain, the ideal solution is to obtain the clean magnitude and clean phase, with which clean signals can be re-synthesized perfectly. However, phase information is difficult to be estimated from noisy utterances. Therefore, many studies focus on recovering the clean magnitude and use the noisy phase for re-synthesis. Recently, deep learning has shown considerable potential for supervised speech separation [1], [2]. DNNs have been used to estimate an ideal time-frequency (T-F) mask [1], or directly map to clean features from noisy ones [2], [3]. In [4], Wang et al. carefully compare T-F masking and spectral mapping, and suggest that masking should be preferred.

In this study, we investigate how to leverage output patterns or output context information for better mask estimation. We emphasize that improving mask estimation can benefit a lot of tasks, such as speech de-noising [1], room de-reverberation [3], [5], [6], multi-talker speech separation [7], phase reconstruction [8], acoustic beamforming [9], [10], [11], [12], and robust automatic speech recognition [13],[14] and speaker recognition.

There are clearly strong output patterns in ideal binary or ratio masks. We believe that these output patterns can be potentially utilized to improve mask estimation, as the output patterns represent some kind of regularization that the estimated masks should conform with. In recent years, various neural networks have been employed for mask estimation, such as DNNs [1], convolutional neural nets (CNNs), recurrent neural nets (RNNs) [15] with long-short term memory (LSTM) [16], [17], but none of them explicitly utilizes output context for mask estimation.

The key idea of the proposed approach is to use the estimated masks of previous frames as additional inputs to predict the mask at the current frame. This is akin to incorporating an n-gram language model defined on the output patterns into traditional frame-level mask estimation. In this way, the contextual information in the output is explicitly utilized, and can be potentially modeled using an RNN. However, formulating it as an RNN would make the optimization process difficult, as the network would be very deep if we unfold the network through time for optimization. In addition, the output activation function in supervised separation is normally sigmoidal, likely leading to vanishing gradient problems during optimization.

We thus propose the recurrent deep stacking approach, in which the estimated masks of previous frames are updated at the end of every training epoch, and the updated estimated masks are then used as additional inputs to train the DNN in the next epoch. At the test stage, we need the estimated masks of several previous frames to predict the mask at the current frame. To obtain them, we formulate the DNN as an RNN to make predictions sequentially. The recurrent connections are from the output units of previous frames to the input of the current frame. In addition, we propose to use the $L_1$ loss for mask estimation. In terms of the SDR evaluation metric, the performance of our system is better than a strong LSTM result reported in [16] on the CHiME-2 (task-2) dataset.

The rest of this paper is organized as follows. We present our proposed method in Section 2. Experimental setup and results are presented in Sections 3 and 4. We conclude this paper in Section 5.

2. SYSTEM DESCRIPTION

In this section, we first describe the use of the $L_1$ loss for mask estimation and then present recurrent deep stacking networks for output context utilization.

2.1. Mask Estimation

The key idea of supervised speech separation is to use a supervised learning machine, such as DNNs, CNNs and LSTMs, to estimate the ideal ratio mask (IRM) [18] from a noisy utterance. With the estimated IRM, the clean magnitude can be reconstructed by point-wise multiplication in the time-frequency domain.

Traditionally, the square root of the Wiener filter is used as the IRM for training. In this study, we use a slightly different ideal mask as the training target [19], i.e.
\[ M_{t,f} = \min \left( 1, \frac{S_{t,f}^2}{R_{t,f}^2} \right) \]  

where \( S_{t,f}^2 \) and \( R_{t,f}^2 \) represent the speech energy and mixture energy within a specific time-frequency bin, respectively. The values in this ideal mask are capped to be between 0 and 1, so that the mask values in different channels are bounded in the same range suitable for training, and sigmoid units can be utilized as the activation function at the output layer. The motivation for using this target is that after multiplying this ideal mask with the mixture power spectrogram, the resulting power spectrogram would be closer to the clean power spectrogram than using the Wiener filter or its square root variant.

Conventionally, mean square error, i.e. \( L_2 \) loss, is used for mask estimation. In this study, we propose to use \( L_1 \) loss as the loss function. Mathematically, the loss and its error gradient are defined in the following equations.

\[
\text{Loss} = \frac{1}{T} \sum \sum |M_{t,f}^* - M_{t,f}| \\
\frac{\partial \text{Loss}}{\partial M_{t,f}} = \frac{1}{T}(1[|M_{t,f}^* > M_{t,f}|] - 1[|M_{t,f}^* \leq M_{t,f}|])
\]

where \( T \) is the total number of frames in the training data, \( M_{t,f}^* \) represents the estimated mask at a specific T-F unit, and \( 1[\cdot] \) is the indicator function. By using the \( L_1 \) loss, we implicitly assume that the error term distribution is Laplacian [20]. We think that this assumption is reasonable considering the sparseness of speech and noise in the time-frequency domain, i.e., for many T-F units, only one source dominates. This is one of the reasons behind the ideal binary mask (IBM) notion [21]. Because of this property, the histogram of the ideal masks would be largely concentrated around 0 and 1, and exponentially decay from 0 and 1 to 0.5, at least when room reverberation is not considered. In such cases, it would be more reasonable to assume that the error term distribution would be Laplacian as well. In our experiments, we will demonstrate that if we use the \( L_1 \) loss for training, the error histogram on the validation set would be close to Laplacian, while if we use the \( L_2 \) loss for training, the error histogram on the validation set would not be similar to Gaussian.

After obtaining the estimated mask from a noisy utterance, we multiply it point-wisely with the noisy power spectrogram using Eq. (4) to get the enhanced power spectrogram.

\[
\hat{Y}^2 = M^* \otimes Y^2
\]

where \( \otimes \) represents point-wise matrix multiplication in the time-frequency domain. We use the noisy phase directly for re-synthesis.

### 2.2. Recurrent Deep Stacking Networks

Our model is essentially a DNN. The input is a combination of noisy features and the estimated masks of several previous frames, i.e.

\[
< M_{t-wr}^*, \ldots, M_{t-1}^*, x_{t-wr}, \ldots, x_t, \ldots, x_{t+w} >
\]

where \( w \) is the half-window length, and \( x_t \) and \( M_t^* \) represent the extracted noisy features and the estimated mask at frame \( t \), respectively. The output is the ideal mask at the central frame, i.e., \( M_t \). By using \( M_{t-wr}, \ldots, M_{t-1}^* \) as the additional inputs to predict \( M_t \), the output context information is explicitly utilized for mask estimation. It is similar to including a \((w+1)\)-gram language model defined on the output patterns into conventional frame-wise mask estimation approaches, with which we can have a strong belief on what \( M_t^* \) should be like after obtaining \( M_{t-wr}, \ldots, M_{t-1}^* \).

The overall training process is shown in Fig. 1. We update all \( M_t^* \) at the end of every training epoch, and use the updated \( M_t^* \) as additional input features for DNN training in the following epoch. The effect is similar to implicitly stacking \( N \) DNNs, where \( N \) is the number of training epochs. The DNN model at each epoch is one module in the stack. In this way, a large context window at the input level can also be implicitly used, because the outputs of the DNN in the previous epoch are spliced together as additional inputs to the DNN in the current epoch, and each output is obtained by the previous DNN using multiple frames. Therefore, the more DNNs we stack, the more input context can be potentially utilized.

Although we stack a lot of DNNs at the training stage, there is no need to save all of them for testing. Interestingly, we only need to save the DNN model after the last training epoch. At the test stage, we formulate it as an RNN, where the recurrent connections are from the output units of the previous frames to the input of the current frame. This way, we can make predictions sequentially. More specifically, since our approach uses only past estimated masks, all the input features will be available when it comes to the current frame. When predicting the mask of the first frame, we just set all the estimated masks of the previous frames to zeros.

We point out that we can actually train the model as an RNN. However, it incurs many optimization difficulties, such as vanishing gradient problems as pointed out in the introduction section. In addition, training an RNN from the scratch is much slower than DNN training, because we have to move frame by frame in the forward and backward pass. Furthermore, the data shuffling in RNN training is not as good as that in DNN training due to its sequential nature. More importantly, more advanced DNN training techniques, such as batch normalization [22] and residual connections [23], can be easily incorporated into our method, while including these techniques into RNN or LSTM training may be quite difficult [24].
Several previous studies have applied deep stacking networks [25] to supervised speech separation [13], [26], [27], but only a limited number (two or three) of DNNs or several shallow networks are stacked. In these studies, each module in the stack is trained from the scratch using the outputs from lower modules together with original noisy features, and therefore each module has to go through a number of epochs for training. In our approach, we train our DNN for a fixed number of epochs, and the DNN model at each epoch is considered as an implicit module in the stack. Thus, a large number of modules can be stacked, and more context information in the input level can be utilized due to stacking. Most differently, all the stacked models in the previous studies have to be saved for testing, while only one model needs to be saved for our method. By formulating the trained DNN model as an RNN at the test stage, we can explicitly incorporate output context information into mask estimation.

The DNN in our study has four hidden layers, each with 2048 exponential linear units (ELUs) [28]. In our experiments, ELUs lead to faster convergence and better performance over the commonly used rectified linear units (ReLUs). The dropout rates of the input layer and all the hidden layers are set to 0.05. Besides the estimated masks of previous frames, we use log power spectrogram features with a symmetric 19-frame context window as the inputs, meaning $w$ is set to 9. The window length is 25ms and the hop size is 10ms. We perform 512-point FFT when extracting log power spectrogram features. The dimension of the log power spectrogram features in our study is therefore 257, and so is the output dimension in our DNN. No pre-emphasis is performed before FFT. We find that using 25ms window length and 512-point FFT gives us consistently better results than using 20ms window length and 320-point FFT. All the features are globally mean-variance normalized before DNN training. We recompute the mean and variance of the estimated masks after every update. Note that we need to feed all the training data to update the estimated masks after every training epoch. The network is trained using AdaGrad with a momentum term for 30 epochs. The learning rate is fixed at 0.005 in the first 10 epochs and linearly decreased to $10^{-4}$ in subsequent epochs. The momentum is linearly increased from 0.1 to 0.9 in the first 5 epochs and fixed at 0.9 afterwards.

3. EXPERIMENTAL SETUP

We conduct our experiments on the noisy and reverberant CHiME-2 dataset (task-2) [29]¹, rather than on our own manually mixed data as in many other studies. The major reason for choosing this dataset is that it is an open dataset, on which different studies and groups can fairly compare their baselines and results with each other. The reverberant and noisy signals are created by first convolving the clean signals in the WSJ0-5k corpus with binaural room impulse responses (BRIRs), and then adding reverberant noises recorded at six different SNR levels linearly spaced from -6 dB to 9 dB. The noises are recorded in a domestic living room and kitchen, which include a rich collection of sounds, such as electronic devices, background speakers, distant noises, footsteps, background music and so on. The BRIRs are recorded in the same environments. There are 7138 utterances in the training data (~14.5h in total), 409 utterances for each SNR level in the validation data (~4.5h in total), and 330 utterances for each SNR level in the test data (~4h in total).

¹Available at http://spandh.dcs.shef.ac.uk/chime_challenge/chime2013/WSJ0/ - as of August 2016.

4. EVALUATION RESULTS

We first compare the performance of the $L_1$ and $L_2$ loss for mask estimation, and then report the results of our proposed recurrent deep stacking networks. Finally, we compare our results with other studies in the literature.

4.1. Use of $L_1$ Loss for Mask Estimation

The comparison between the use of the $L_1$ and $L_2$ loss is presented in the second and third entries in Table I, II and III. We can clearly see that using the $L_1$ loss for DNN training leads to consistently better SDR, PESQ and STOI scores at all the six SNR levels. Note that in our experiments, we just change the loss functions for DNN training, and calculate various evaluation metrics, such as the Short-Time Objective Intelligibility (STOI), Perceptual Estimation of Speech Quality (PESQ) and Signal-to-Distortion Ratio (SDR). The STOI and PESQ values are the objective measures of speech intelligibility and quality, respectively. Note that our model only tries to remove or attenuate additive noises.

![Fig. 2. The histogram of all the values in the ideal masks on the -6 dB subset of the validation set.](attachment:fig2.png)

![Fig. 3. Error histograms on the -6 dB subset of the validation set. The left histogram is obtained using the DNN trained with the $L_1$ loss, and the right histogram is obtained using the DNN trained with the $L_2$ loss.](attachment:fig3.png)
4.2. Recurrent Deep Stacking Networks

We first train our recurrent deep stacking networks using the $L_1$ loss until convergence. Then we switch to the signal approximation loss used in [30] and further train the model until convergence. Note that in our experiments, training the model using the signal approximation loss from the scratch gives much worse performance than using the $L_1$ or the $L_2$ loss, as is suggested in the original paper [31]. By comparing the third and fourth entries in Table I, II and III, we can see that modeling output context explicitly leads to clear improvements especially in terms of SDR and PESQ scores. Further training the model using the signal approximation loss leads to better SDR and PESQ results while slightly worse STOI numbers.

We compare our methods with several other studies with experiments on the same dataset in the literature. All of them use log power spectrogram features. In [30], a phoneme-specific speech separation approach that utilizes the information from robust ASR systems is proposed. Their models for speech separation are a bunch of DNNs, one for each phoneme, trained with the signal approximation loss. Only STOI and PESQ scores are reported in their study. From the last two entries in Table II and III, we can see that our results are clearly better. The results reported in [16] represent a series of efforts [32], [31], [33], [34] by a combination of groups on the CHiME-2 dataset. Only SDR scores are reported to measure the performance of speech separation in their studies. As reported in the last two entries of Table I, our model obtains slightly better results than the strong LSTM model trained with the signal approximation loss reported in [16]. Here, it should be noted that in [16], better SDR results are reported by using phase information and information from a robust ASR system. As our major goal here is to estimate masks more accurately, we compare our results with the reported LSTM model trained with the signal approximation loss, which does not utilize extra sources of information.

5. CONCLUDING REMARKS

We have proposed recurrent deep stacking networks to explicitly incorporate contextual information in the output patterns for mask estimation. In addition, we have proposed to use the $L_1$ loss for mask estimation, which gives us consistently better results than the widely used $L_2$ loss. Experimental results on the CHiME-2 dataset (task-2) are encouraging. The proposed recurrent deep stacking algorithm can be incorporated into conventional RNNs and LSTMs as a way to leverage output information by replacing the DNNs in this study with RNNs or LSTMs. In this way, the error gradients can be directly propagated multiple frames backwards. It can also be applied to spectral mapping based speech enhancement, as clean spectrogram contains even stronger output patterns. From a wider viewpoint, it can be potentially applied to improve many other tasks, in which the output context provides useful constraints, such as acoustic modeling in automatic speech recognition and sequence labeling in natural language processing. One potential drawback of the proposed approach is that the input dimension is dependent on the output dimension. Nonetheless, the findings in this study suggest that, at a minimum, explicitly modeling output patterns would likely bring consistent improvements for time-frequency masking based supervised speech separation.
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