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Abstract

Parameter variation is detrimental to a processor’s frequency and
leakage power. One proposed technique to mitigate it is Fine-Grain
Body Biasing (FGBB), where different parts of the processor chip
are given a voltage bias that changes the speed and leakage proper-
ties of their transistors. This technique has been proposed for static
application, with the bias voltages being programmed at manufac-
turing time for worst-case conditions.
In this paper, we introduce Dynamic FGBB (D-FGBB), which

allows the continuous re-evaluation of the bias voltages to adapt to
dynamic conditions. Our results show that D-FGBB is very versa-
tile and effective. Specifically, with the processor working in nor-
mal mode at fixed frequency, D-FGBB reduces the leakage power
of the chip by an average of 28–42% compared to static FGBB.
Alternatively, with the processor working in a high-performance
mode, D-FGBB increases the processor frequency by an average
of 7–9% compared to static FGBB — or 7–16% compared to no
body biasing. Finally, we also show that D-FGBB can be syner-
gistically combined with Dynamic Voltage and Frequency Scaling
(DVFS), creating an effective means to manage power.

1. Introduction

As high-performance processors move beyond 45nm technolo-
gies, designers face the major roadblock of parameter variation —
the deviation of Process, Voltage, and Temperature (PVT) [2] val-
ues from nominal specifications. Variation makes designing proces-
sors harder because they have to work under a range of parameter
values.
Variation is induced by several fundamental effects. Process

variation is caused by the inability to precisely control the fabri-
cation process at small-feature technologies. It is a combination of
systematic effects (e.g., lithographic lens aberrations) and random
effects (e.g., dopant density fluctuations). Voltage variation can be
caused by IR drops in the supply distribution network or by L dI/dt
noise under changing load. Finally, temperature variation is largely
due to different levels of activity across the processor. All these
variations become harder to tolerate as technology scales to minute
feature sizes.
A key process parameter subject to variation is the transistor

threshold voltage (Vth). Variation in Vth directly impacts two major
properties of the processor, namely the frequency it attains and the
leakage power it dissipates. Moreover, Vth is also a function of
temperature, which increases its variability [42].
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A recently-proposed technique to mitigate Vth variation within
a chip is Fine-Grain Body Biasing (FGBB) [45]. FGBB applies
different body biases to different sections of the chip, which we
call Cells. A body bias is a voltage applied between the source or
drain of a transistor and its substrate, effectively changing the tran-
sistor’s Vth [42]. Depending on the polarity of the voltage applied,
Vth increases or decreases. If it increases, the transistor becomes
less leaky and slower; if it decreases, the transistor becomes leakier
and faster. By reducing the Vth in cells with slow transistors and
increasing the Vth in cells of leaky transistors, we reduce the vari-
ation within the die and attain a better frequency-leakage operation
for the chip.

Previous work has proposed determining the body bias voltages
at manufacturing time and setting them permanently for the lifetime
of the chip. This means that the optimal values for the bias volt-
ages have to be selected considering worst-case temperature and,
therefore, delay conditions. This results in an overly-conservative
configuration. In practice, the processor does not normally run at
worst-case temperature and delay conditions. To take advantage
of this, we propose to continuously adjust the body biases dynam-
ically, adapting to changes in operating conditions. We call the
scheme Dynamic FGBB (D-FGBB).

The main contribution of this paper is to introduce and evaluate
D-FGBB. We show that D-FGBB is very versatile and significantly
more effective than S-FGBB. Specifically, with the processor work-
ing in normal mode at fixed frequency, D-FGBB reduces the leak-
age power of the chip by an average of 28–42% compared to static
FGBB — the higher savings corresponding to the cases with more
body bias cells per chip. Alternatively, with the processor work-
ing in a high-performance mode, D-FGBB increases the processor
frequency by an average of 7–9% compared to static FGBB — or
7–16% compared to no body biasing. We also show that D-FGBB
can complement Dynamic Voltage Scaling (DVS) and that it scales
well when combined with Dynamic Voltage and Frequency Scaling
(DVFS).

A second contribution of this paper is the development of a new,
parametrized model of Vth variation within the chip. We use it to
model batches of processor chips with variation and to estimate the
effectiveness of D-FGBB.

This paper is organized as follows. Section 2 gives a back-
ground; Section 3 presents our Vth variation model; Section 4 in-
troduces D-FGBB; Section 5 selects the body bias cells; Sections 6
and 7 evaluate D-FGBB; and Section 8 discusses related work.

2. Background

Process variation can be die-to-die (D2D) or within die (WID).
We focus on the latter, which offers more opportunities for microar-
chitectural solutions. If required, D2D variation can be modeled by
adding a chip-wide offset to the WID variation. We also consider
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temperature (T) variation. However, in this paper, we regard volt-
age (V) variation as beyond our scope. In the following, we review
transistor leakage, gate delay, and body biasing.

2.1. Transistor Leakage and Gate Delay

Subthreshold leakage is the main source of leakage, given the
adoption of high-k gate dielectric materials. The following model
for a transistor’s subthreshold leakage is based on HotLeakage [48],
itself a simplification of the full BSIM3 SPICE model:

Ileak ∝ (kT/q)2e
q(Voff −Vth)

ηkT (1)

where k and q are constants, and η and Voff are empirically de-
termined parameters. From the equation, transistors with low Vth
have a high Ileak. Moreover, as T increases, the transistor quickly
becomes leakier, both because of Ileak’s dependence on T and be-
cause Vth goes down as T goes up [42].
The delay of an inverter gate is given by the alpha-power

model [36] as:

Tg ∝ LeffV

μ(V − Vth)
α

(2)

where Leff is the effective channel length of a transistor, α is typ-
ically 1.3, and μ is the mobility of carriers which, as a function of
T, is μ(T ) ∝ T−1.5. As Vth decreases, V − Vth increases and the
gate becomes faster. As T increases, Vth decreases and, as a result,
V − Vth(T ) increases. However, μ(T ) decreases [42]. The second
factor dominates and, with higher T, the gate becomes slower.

2.2. Body Biasing

Body Biasing (BB) a transistor involves applying a voltage be-
tween its source or drain and substrate to alter its Vth [24]. In For-
ward BB (FBB), the voltage polarity is such that Vth decreases,
creating a faster and leakier transistor. In Reverse BB (RBB), Vth
increases, creating a slower, less leaky transistor. BB can be applied
in a way such that the chip receives a single bias voltage or that it
receives different bias voltages in different regions of the chip [45]
—we call the latter Fine-Grain Body Biasing (FGBB). We call each
of the regions with a different bias voltage a Cell.

2.2.1. Uses of BB and FGBB

At least two commercial processors use BB, namely Intel’s Xs-
cale [7] and Transmeta’s Efficeon [10]. Both apply a single, chip-
wide BB. Xscale uses RBB in standby mode to reduce leakage.
There are fewer details on Efficeon, but it appears that the chip uses
BB either to reduce leakage or to boost frequency. In addition, an
experimental 80-core network-on-chip from Intel [46] uses FGBB.
Specifically, it uses FBB to increase frequency in active mode and
RBB to save leakage power in idle mode.
Another proposed use of BB is to reduce D2D process varia-

tion [2, 45]. After fabrication, different dies from the same batch
run at different frequencies and leak different amounts. Applying
different levels of chip-wide BB to different chips — RBB to high-
leaking chips and FBB to slow ones — pushes the chips into a more
homogeneous region of operation with acceptable frequency and
leakage.
Other work has focused on using FGBB to mitigate WID vari-

ation [1, 5, 45]. Specifically, Tschanz et al. [45] implement FGBB

on a test chip with 21 cells, each containing one critical path and
circuitry to determine the optimal BB for the cell. Cells with a slow
critical path are made faster with FBB, while cells with a fast (and
leaky) critical path are made less leaky with RBB. The result is that
WID variation in speed and leakage decreases.

2.2.2. Overhead of BB and FGBB

Implementing BB in a chip requires adding power lines for the
BB voltage and including circuitry to determine and generate the
optimal BB voltage [24]. In addition, to apply BB to NMOS, the
manufacturing process has to be enhanced with a triple-well pro-
cess [45]. There are three overheads to consider, namely area,
power, and time.
The area overhead of BB is examined by Kuroda and Saku-

rai [24], who discuss various circuits to apply BB. The circuitry
that controls the BB is simple, and its area overhead is estimated to
be 1% of the chip area. On top of that, there is the area overhead
of routing the power lines for BB. However, Narendra et al. [28]
implement a router chip with BB for PMOS that contains a cen-
tral bias generator, 24 local bias generators distributed in the chip
with their own control circuits, and the needed global routing, and
report a full-chip area overhead of 2%. Similarly, in an experimen-
tal 150nm FGBB chip, with 21 cells that contain one critical path
each, Tschanz et al. [45] report an overall chip area overhead due to
FGBB of 2-3%. Furthermore, an optimized design of BB circuits
using recently-proposed approaches such as Chen and Gregg’s [5]
or Azizi and Najm’s [1] may further reduce the area overhead.
Applying and controlling BB consumes some static and dy-

namic power. The static power dissipated is proportional to the area
and, therefore, is small. The dynamic power consumed charging
and discharging the substrate capacitance when BB levels change is
small because the currents are small. Overall, according to Kuroda
and Sakurai [24], the power overhead of BB and the circuitry that
controls it is 1% of the chip’s power.
The timing overhead of BB is also negligible. Kuroda and Saku-

rai [24] present designs that allow large changes in BB voltage to
occur in the order of 1μs or 10μs. In this paper, we only change
the BB voltage in small increments when T changes, which is in the
order of ms. Moreover, the processor does not stop while the BB
voltage is being adjusted. Finally, Narendra et al. [28] report that
the presence of the BB circuitry does not hurt the frequency of their
router chip. Consequently, we assume there is no timing overhead.
Finally, determining the optimal amount of BB to apply can be

done using a circuit that is representative of the critical paths in the
cell. Using a phase detector similar to the one used in Razor [11]
on that representative circuit, Tschanz et al. [45] determine the fre-
quency that the transistors in that cell can support. Based on it, they
set the BB to apply to the cell.

3. Process Variation and its Impact

WID process variation is impacted by both systematic and ran-
dom effects. Limitations of the lithography and other manufac-
turing processes introduce systematic variations. Typically, such
variations exhibit a spatial correlation and, therefore, nearby tran-
sistors share similar systematic parameter values [12, 30, 39]. On
the other hand, a variety of materials effects such as changes in the
dopant density of the channel and lithographic phenomena like line
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Figure 1. Spherical function. Figure 2. Systematic Vth variation map
for a chip with φ = 0.5.

Figure 3. Systematic Vth variation map
for a chip with φ = 0.1.

edge roughness introduce random variations. Such random varia-
tions have a different profile for each transistor.

From a microarchitectural perspective, the variation in Vth —
and in the related parameter Leff — is of key importance because
it directly affects a chip’s leakage and frequency. In this section,
we outline a model of such variation and its impact on the chip
behavior.

3.1. A Model of Process Variation

We treat the systematic and random components of variation
separately, since each arises from different physical phenomena. As
described in [38], we model these components as normal distribu-
tions and assume that their effects are additive:

Vth = V 0
th + ΔV

sys
th + ΔV randth (3)

Leff = L0
eff + ΔL

sys
eff + ΔLrandeff (4)

where V 0
th and L0

eff are the nominal values of these parameters, and
the deltas are the systematic and random components of variation.

We model systematic variation using a multivariate normal dis-
tribution [32] with a spherical spatial correlation structure [8]. For
this, we divide the chip with a grid of n×m points. Each grid point
has a value of the systematic component of Vth (and Leff) that is
distributed normally with zero mean and standard deviation σsys

— where the latter is different for Vth and Leff. This is a general
approach that has been used elsewhere [38].

For simplicity, we assume that the spatial correlation is homo-
geneous (position independent) and isotropic (not depending on the
direction). This means that, given two points �x and �y on the chip,
the correlation of their systematic variation values depends only on
the euclidean distance between �x and �y. These assumptions have
been used elsewhere [47].

Assuming position independence and isotropy, we can express
the correlation function of a parameter P as corr(P (�x), P (�y)) =
ρ(r), where r = |�x − �y|. By definition, ρ(0) = 1 (i.e., totally
correlated). Intuitively, ρ(∞) = 0 (i.e., totally uncorrelated) if we
only consider WID variation.

To specify how ρ(r) changes between the limits, we choose the
spherical function [8]. This function is similar to the correlation
function experimentally measured by Friedberg et al. [12] for the
WID variation of gate length. In the spherical function, ρ(r) =
1 − (3r/2φ) + (r/φ)3/2 if r ≤ φ; otherwise ρ(r) = 0.

Figure 1 plots the function ρ(r). The systematic variation values
of a transistor are highly correlated to those of transistors in its im-
mediate vicinity. The correlation decreases approximately linearly
with distance at small distances. Then, it decreases more slowly.
At a finite distance φ that we call Range, the function converges to
zero. This means that, at distance φ, there is no longer any correla-
tion between the values of two transistors.
In this paper, we express φ as a fraction of the chip’s width. A

large φ implies that large sections of the chip are correlated with
each other; the opposite is true for small φ. As an illustration, Fig-
ures 2 and 3 show example systematic Vth variation maps for chips
with φ = 0.5 and φ = 0.1, respectively. These maps were gener-
ated by the geoR statistical package [35] of R [33]. In the φ = 0.5
case, we discern large spatial features, whereas in the φ = 0.1
one, the features are small. A distribution without any correlation
(φ = 0) appears as white noise.
A former ITRS report [17] projected that the year 2006 design

target for the σ/μ of the total Leff variation would be roughly half
of that of Vth. Lacking better data, we assume that Leff’s σsys/μ
is half of Vth’s σsys/μ. Moreover, since the systematic variation
in Leff causes much of the systematic variation in Vth, we use the
following equation to compute the systematic component of Leff
given the systematic component of Vth in the same chip grid point:

ΔL
sys
eff = L0

eff ×
ΔV

sys
th

2V 0
th

(5)

Random variation occurs at a much finer granularity than sys-
tematic variation — at the level of individual transistors. Hence,
rather than augmenting the grid with random effects, we add ran-
dom variation to the model analytically. We assume that the random
components of Vth and Leff are both normally distributed with zero
mean. Each has a different σrand. Moreover, the random Vth and
Leff values for a given transistor are uncorrelated.
Finally, since the random and systematic components of Vth and

Leff are normally distributed and independent, the total variation is
normal with zero mean and a standard deviation of:

σ =
√

σ2
rand + σ2

sys (6)

where Vth and Leff have a different σ. More details on our model
can be found in [43].

3.2. Impact on Leakage Power and Frequency

We can use the model to estimate the impact of process varia-
tion on the leakage power and frequency of a chip. To estimate the
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Figure 4. Relative leakage power in the chip as a function of
Vth’s σ.
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Figure 5. Probability distribution of the relative chip frequency
as a function of Vth’s σ.

leakage power, we start by integrating Equation 1 over all the tran-
sistors in the chip, while using our Vth distribution. The result is the
total leakage current in the chip. Let Pleak and Ileak be the chip’s
leakage power and current under variation, P 0

leak and I0
leak the same

parameters when there is no variation, and σ the standard deviation
of Vth’s variation. The ratio of post-variation to pre-variation leak-
age is:

Pleak/P 0
leak = Ileak/I0

leak = e(qσ/ηkT )2/2 (7)

which shows that the increase in the chip’s leakage power and cur-
rent depends on σ. Figure 4 plots the relative leakage power as a
function of σ for T=25 oC, Vth’s mean μ=150mV, and φ=0.5. Typ-
ical values of Vth’s σ that we will use are 0.09–0.12×μ. We can see
that the leakage increases rapidly as σ goes up.
Given that Vth is normally distributed and that the systematic

components of Leff and Vth are correlated as per Equation 5, it
can be shown that the gate delay of Equation 2 is approximately
normally distributed. Assuming that every critical path in a pro-
cessor consists of ncp gates, and that a modern processor chip
has thousands of critical paths, Bowman et al. [3] compute the
probability distribution of the longest critical path delay in the
chip (max{Tcp}). Such path determines the processor frequency
(1/ max{Tcp}). Using this approach, we can estimate how the
value of Vth’s σ affects the chip frequency.
Figure 5 shows the probability distribution of the chip frequency

as a function of σ for the same conditions as Figure 4, ncp=12
FO4s, and 10,000 critical paths. The frequency is given relative
to a processor without variation (F/F0). The figure shows that, as
σ increases, (i) the mean chip frequency decreases and (ii) the chip
frequency distribution gets more spread out. In other words, given
a batch of chips, as Vth’s σ increases, the mean frequency of the
batch decreases and, at the same time, individual chips’ frequencies
deviate more from the mean.
In conclusion, Vth variation is very detrimental to a chip’s fre-

quency and leakage power. As Vth’s σ increases, chip leakage in-
creases rapidly, and the mean chip frequency decreases and varies
more. Therefore, we would like to find a way to reduce Vth (and
Leff) variation.

4. Dynamic Fine-Grain Body Biasing

Judicious application of FGBB can redress the problem of WID
Vth variation. As suggested by Tschanz et al. [45], RBB can be
applied to cells with low Vth and FBB to cells with high Vth. The
net effect is to lower Vth’s σ. As a result, the chip may increase its
frequency, reduce its leakage, or a combination of both.

While Tschanz et al. proposed to use FGBB statically, we pro-
pose to use FGBB dynamically. Moreover, our approach and goal
are different than Intel’s 80-core network-on-chip [46]. In the latter,
active cores receive FBB to increase their frequency and idle cores
receive RBB to reduce their leakage.

Our approach is different in two ways. First, we apply D-FGBB
in a fine time scale, adapting it as an application runs and the T
changes. Secondly, we are redressing parameter variation within
a core. Our goal is different in that we want to run a core at the
highest frequency and/or at the lowest power that can be attained at
any given time. In this section, we propose a mechanism to apply
D-FGBB and use it in different scenarios.

4.1. A Mechanism to Apply D-FGBB

To implement FGBB in a chip, we divide it into cells that can
be body-biased independently. In each cell, we add a Local Bias
Generator, which is a simple circuit to generate the BB voltage.
Then, we determine the optimal BB voltage that should be applied
to each cell. BB essentially trades off leakage power for delay. The
optimal BB voltage is therefore the one that results in the minimum
leakage consumption while ensuring that all the critical paths in the
cell meet timing. The optimal BB voltage is therefore a function
of the cell’s critical path delays, which in turn are dependent on the
Vth and T distributions.

Analytical solutions to determine the optimal BB voltage are
not practical because of the non-determinism caused by Vth and T
variation. We instead rely on direct measurement of critical path
delay to determine the BB voltage to apply to each cell.

In [45], a dedicated control circuit estimates the delay of the
transistors in the cell and adjusts the BB for the cell accordingly.
The circuit consists of a critical path replica and a phase detector
that recognizes when the critical path replica is not meeting the tar-
get frequency. A feedback mechanism is used to adjust the BB of
the cell until the target frequency is met.

We modify that design to work for D-FGBB. A diagram of our
circuit for a single cell is shown in Figure 6. We use multiple
critical-path replicas distributed across the cell. This allows for a
more accurate assessment of the cell’s delay, in the presence of
variation. Each critical path replica is paired with its own phase
detector, forming what we call a Sample Point (Figure 6).

In cases of severe variation, it may happen that none of the criti-
cal path replicas captures the worst-case delay of the cell. This will
be detected during normal testing of the chip. To solve this problem,
we add some inverters to one of the critical path replicas of each cell
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Figure 6. Proposed circuit to support D-FGBB in a cell.

(Figure 6). These inverters are normally bypassed by pass transis-
tors. If a cell fails to meet the target timing during testing, some
of the pass transistors in its corresponding critical path replica are
enabled. This increases the delay of the critical path replica so that
it becomes representative for that cell.
We use a bidirectional phase detector that identifies when the

frequency supported by the critical path replica is noticeably higher
than or not as high as current conditions. In the former case, it
raises the RBB signal; in the latter, it raises the FBB signal (Fig-
ure 6). This allows the circuit to fine-tune the BB voltage applied
dynamically, by either increasing or decreasing it depending on the
signal raised. It saves both time and power compared to the unidi-
rectional calibration performed statically in [45] — which starts at
the maximum RBB and gradually reduces it, finally applying FBB
until the target frequency is met.
An alternative to using critical path replicas is to directly mea-

sure the delay of the actual critical paths as proposed in [9]. The
critical paths in each cell are identified by the CAD tools and their
inputs and outputs sampled after fabrication by a circuit similar to
our phase detector. There are two advantages to this solution. First,
it incurs a smaller area overhead because it does not need to repli-
cate critical paths. Secondly, it can be more accurate because it
measures the actual critical paths rather than replicas. The down-
side is that it is more intrusive to the hardware design.
Each cell has a local bias generator that generates separate BB

voltages for NMOS and PMOS transistors (Figure 6). This is be-
cause NMOS and PMOS transistors can be affected differently by
variation and have different optimal BB voltages. The BB val-
ues for PMOS and NMOS are stored in two bidirectional counters
called P-CNT and N-CNT, respectively. The counters are incre-
mented and decremented dynamically. Their initial values are set at
a post-manufacturing calibration phase that determines the optimal
BB values for NMOS and PMOS at a calibration temperature (Sec-
tion 4.2). Thereafter, their values change only together by the same
amount.
The counter values are converted to voltages by two digital-to-

analog (D2A) converters based on a resistor ladder and an OP-AMP.
By setting the appropriate reference voltages to the resistor ladders,
and incrementing/decrementing the counters, the BB voltages range
from a maximum RBB of -500mV to a maximum FBB of 500mV
in 32mV steps. This has the effect of changing Vth by a range of ±
70mV.
The conditions for changing the BB are as follows. The counters

are incremented as long as at least one of the critical path replicas
asserts its FBB signal. This ensures that the cell receives higher BB
until the slowest critical path replica meets timing. The counters
are decremented as long as all the critical path replicas assert their

RBB signals. This means that the cell receives lower BB only as
long as all the critical path replicas are faster than the desired de-
lay. This saves leakage power while meeting the target frequency.
When neither of the above conditions is met, the counters hold their
current values.

4.2. Static Calibration of FGBB

We envision that the chip manufacturer calibrates the FGBB for
each chip. The goal is to bring each chip to its best frequency-
leakage operating point before shipment. The calibration is per-
formed in a controlled environment, at worst-case temperature con-
ditions Tcal (for Calibration Temperature). This ensures that the
chip will function properly at any T. At the same time, the manu-
facturer runs a set of test vectors designed to exercise the chip at
full load and generate the maximum dynamic power dissipation.
This process first sets the initial values of the P-CNT and N-CNT

counters in all cells. The goal is to correct the potential imbalance
between the Vth of the NMOS and PMOS transistors. Using a sim-
ple circuit like the one proposed in [13, 29], each cell measures the
local imbalance. Then, the cell increments the counter of the slower
transistor type so that the imbalance is eliminated. For cells with no
Vth imbalance, P-CNT and N-CNT remain at 0.
Next, an initial Target Frequency F 0

cal is selected and applied to
the chip. F 0

cal can be a fixed percentage of the frequency expected
for a chip with no Vth variation. In each cell, the phase detectors
automatically time the critical path replicas and the local bias gen-
erator sets the optimal BB voltages for PMOS and NMOS. After
the cells have been body-biased, the chip’s total power is measured
— both dynamic and leakage power. If the power is below a tolera-
ble maximum value, F 0

cal can be increased; if it is above, F
0
cal must

be decreased. Let us call F 1
cal the new frequency. The calibration

process is then repeated for F 1
cal. This process may be repeated a

few times, each time decreasing ΔFcal until the highest possible
frequency, subject to the power constraint, is found. Let us call the
final value Fcal.

4.3. Using D-FGBB to Save Leakage Power

We propose to use our D-FGBB control circuit of Figure 6 to
save leakage power by continuously adapting BB voltages as T
changes — without changing the frequency. Recall that, as T goes
up, gate delay goes up (Section 2.1). As a result, a chip’s critical
path delays also increase. The static FGBB (S-FGBB) settings are
necessarily conservative because they are calibrated using the con-
servatively high Tcal. In reality, there is a significant T variation
across and within workloads.
To illustrate it, Figure 7 shows, for each unit in a processor, the

Tmax and Tavg of that unit when running a sequence of SPECint

313131



In
tQ

In
tR

eg
Ld

St
Q

In
tE

xe
c

In
tM

ap
D

TB IT
B

FP
Q

FP
R

eg
FP

M
ap

Bp
re

d
FP

Ad
d

FP
M

ul
D

ca
ch

e
Ic

ac
he

L2
C

ac
he

Functional Units

0

20

40

60

80

100

T
em

pe
ra

tu
re

 (
C

)
Tmax Tavg

Figure 7. Tmax and Tavg in different units of a processor
running a sequence of SPECint and SPECfp codes.

0 mV

FBB

RBB

D−FGBB

S−FGBB D−FGBB

(a) (b) (c)

500 mV

B
od

y 
B

ia
s 

V
ol

ta
ge

 (
m

V
)

D−FGBB

S−FGBB

S−FGBB

D−FGBB for performanceD−FGBB for leakage

−500 mV

Figure 8. Changing the BB voltage with D-FGBB.

and SPECfp codes. The difference between Tmax and Tavg is of-
ten 20-30 oC. The initial S-FGBB calibration is performed at a Tcal

that is higher than the highest Tmax, while units typically operate
at close to Tavg . As a result, critical paths are generally faster than
during calibration, and we can reduce the BB applied and save leak-
age.
When the chip is first powered-up, each cell’s BB is set to its

S-FGBB calibration value. As the chip workload changes, our D-
FGBB control circuit adjusts the BB for each cell to the optimal
value for the current T. This is done without changing the frequency.
Figures 8(a) and (b) show the BB voltage values under S-FGBB
and D-FGBB. In (a), the cell is initially slow, and S-FGBB applies
FBB at calibration time. Then, D-FGBB can dynamically reduce
the FBB and even apply RBB to save leakage power. Figure 8(b)
shows the case when the cell is initially fast enough to meet the
target frequency, and S-FGBB applies RBB at calibration time. D-
FGBB can still save additional leakage by applying further RBB
when conditions permit.
D-FGBB dynamically adjusts the BB voltages without stopping

the running application. Consequently, it induces no time overhead.

4.4. Using D-FGBB to Improve Performance

A second use of D-FGBB is to increase performance by adapting
frequency and BB voltages as power consumption changes. This
approach is used when the user wants to run the processor in a high-
performancemode, where the goal is to deliver the highest possible
performance while staying within the chip’s power budget (Pmax)
at all times.
The insight that enables this mode of operation is that the man-

ufacturer determines the chip’s frequency Fcal conservatively, as-
suming a worst-case power consumption Pmax — including worst-
case dynamic power consumption— in addition to worst-case Tcal.
Since he assumes the maximum dynamic power, he imposes a con-
servative limit on the leakage power — such that when both are
added together, Pmax is not exceeded. At run time, such maximum
dynamic power is not always reached. Consequently, as long as
Pmax is not exceeded, we can dynamically increase the frequency
beyond Fcal — which will increase the dynamic power and, at the
same time, require our D-FGBB circuit to increase the BB of cells.
The approach is shown in Figure 8 (c).
To support this mode of operation, we extend the S-FGBB cal-

ibration process. Specifically, recall that we calibrated the chip’s

Fcal under full load, generating the maximum dynamic power dis-
sipation (Section 4.2). After this, we place the chip in idle mode, to
dissipate little dynamic power, and repeat the calibration. Because
the dynamic power is low, more leakage power can be expended.
This in turn allows higher BB in the cells, enabling a higher pro-
cessor frequency. The resulting frequency (F max

cal ) is the absolute
maximum frequency that the chip’s circuits can meet while not ex-
ceeding Pmax. Fcal and F max

cal are recorded in a programmable ta-
ble on-chip; they are used as lower and upper bounds, respectively,
on the processor frequency in high-performance mode.
At run time, the processor starts at Fcal. As it runs under load,

it adjusts its frequency at regular intervals, taking values between
Fcal and F max

cal , depending on the current power consumption of
the chip. We assume that the chip includes circuits to measure av-
erage power, possibly like those in Itanium’s Foxton [27]. As long
as the average power is less than Pmax and the processor is un-
der load, the frequency is increased. To meet the new frequency,
the D-FGBB control circuit quickly increases the BB levels. Safety
mechanisms are in place to ensure that Pmax or Tcal are not ex-
ceeded. If this is about to happen, the frequency is reduced.

4.5. D-FGBB and Dynamic Voltage Scaling

While D-FGBB trades-off circuit delay for leakage power, Dy-
namic Voltage Scaling (DVS) largely trades-off circuit delay for
dynamic power. Consequently, we can combine both techniques so
that, for a given frequency of operation — e.g., Fcal — the proces-
sor consumes less power than with either technique alone. Previ-
ous work has shown that BB can complement DVS to improve the
power savings of DVS alone [26]. However, that work decided the
optimal combination of techniques using an analytical expression,
which is not suitable in the presence of variation.
A given circuit delay can be obtained with different combina-

tions of supply voltage and BB values, each with a different power
cost. In some cases, more power can be saved with a lower supply
voltage (saving dynamic power) and a higher BB to compensate
for the circuit slowdown (consuming more static power). In other
cases, it is better to have a higher supply voltage (consuming more
dynamic power) and use up the time slack with a lower BB (sav-
ing leakage power). The best approach depends on the fraction of
power dissipated of each type and on the T.
We propose to augment the S-FGBB calibration process of Sec-

tion 4.2 with one additional step to find a configuration that sub-
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Figure 9. CMP floor-plan used (a) and the partitioning of one processor and its share of the bus into BB cells (b–d). Chart (b) shows
the five critical path replicas in one cell.

stantially reduces the power consumed at Fcal. Specifically, after
the manufacturer has set the BB voltages for each cell at Fcal, he
proceeds as follows. The supply voltage is reduced in small steps.
At each step, our D-FGBB circuit of Figure 6 recomputes the BB
values, and the total power in the chip is also measured. When
the voltage drops so much that Fcal can barely be met, the process
stops. Then, we select the combination of supply voltage and BB
values that consumes the least power. If the processor has multiple
DVS domains (e.g., one for the core and one for the L2), this al-
gorithm is first run reducing the voltage of one domain only. Once
the best configuration is found, the configuration is used to run the
algorithm reducing the voltage of another domain, and so on.

5. Selecting the BB Cells

Microarchitectural structure plays an important role in deciding
how to partition the chip into BB cells. There are advantages to
using BB cells with shapes that follow the contour of microarchi-
tectural modules such as caches, registers, or execution units. We
suggest two main reasons for this, namely variations in T and dif-
ferences in the types of critical paths in different modules.

5.1. Temperature Effects

Equations (1) and (2) show that T significantly affects transistor
leakage and gate delay. At high T, transistors become vastly leakier
and gates slower. As a result, the BB voltage applied can be better
targeted if T does not vary much within a cell. It is well known
that the spatial T profile in a chip under load follows the layout of
microarchitectural modules. For example, the execution unit is hot
while the L2 cache is cold. Consequently, we propose organizing
the chip into cells that follow the contours of groups of hot and
groups of cold microarchitectural modules.

5.2. Critical Paths in Logic and Memories

Different microarchitectural modules have different types of
critical paths. This is most obvious when comparing logic blocks
such as functional units to memory structures such as the L1 cache
or TLB. In the former, a critical path contains many, physically
close gates and a modest amount of wire — e.g., 8-16 FO4-
equivalent gates in high-end processors connected by short wires.
In contrast, the critical path in memory structures has a few, physi-
cally separated transistors and much more wire — e.g., the path that
stretches from a driver through a word line, a pass transistor, a bit
line, and then to a sense amplifier.
From a Vth variation point of view, these two critical paths differ

dramatically. The transistors in a logic path are many and physi-

cally close. Their large number enables a better averaging of ran-
dom Vth variations, while physical proximity makes them subject
to the same systematic Vth variation. On the other hand, the transis-
tors in the memory path are few and distant from each other. Fewer
transistors means less averaging of random Vth variations, while
farther distances implies better averaging of systematic Vth varia-
tions. Since these two types of critical paths are affected differently
by a given BB voltage, we separate logic and memory structures
into different BB cells.

6. Evaluation Methodology

6.1. Processor Chip Architecture

We use detailed simulations using the SESC [34] cycle-accurate
simulator to evaluate a chip multiprocessor (CMP) with four high-
performance processors at 45nm. The processor is based on the
Alpha 21364, and has a 64KB L1 I-cache, a 64KB L1 D-cache, and
a 2MB L2 cache. We estimate a nominal frequency of 4GHz with
a supply voltage of 1V. We generate the processor layout from the
Alpha 21364 chip floor-plan, without the router and I/O pads, and
with an L2 cache as in [37]. We use constant scaling to scale the
dimensions to 45nm. Finally, we put four such units on a chip, and
interconnect them with a wide snoopy bus. The resulting 8MB L2
cache is shared by all the cores. The resulting 132 mm2 chip is
shown in Figure 9(a).

6.2. Power and Temperature Model

To estimate power, we scale the results given by popular tools
using technology projections from ITRS [18]. Specifically, we use
SESC augmented with dynamic power models from Wattch [4] to
estimate dynamic power at a reference technology and frequency.
In addition, we use HotLeakage [48] to estimate leakage power at
the same reference technology. Then, we obtain ITRS’s scaling
projections for the per-transistor dynamic power-delay product, and
for the per-transistor static power. With these two factors, given that
we keep the number of transistors constant as we scale, we estimate
the dynamic and leakage power for the scaled technology and the
frequency relative to the reference values.
We use HotSpot [37] to estimate the on-chip T profile. To do

so, we use the iterative approach of Su et al. [40]: the T is esti-
mated based on the current total power; the leakage power is esti-
mated based on the current T; and the leakage power is added to the
dynamic power. This is repeated until convergence. In our exper-
iments, the maximum temperatures reached in the chip are in the
95-100 oC range.
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We run several applications from SPECint (bzip2, crafty, gap,
gzip, mcf, parser, twolf) and from SPECfp (applu, equake, mesa,
mgrid, swim). A workload consists of running four instances of the
same application at a time, one on each core. We use the reference
input set for 1B instructions after discarding the first 1B instruc-
tions.

6.3. Critical Path Model

We do not have access to detailed information on the structure
and distribution of a processor’s critical paths. For this reason, we
build a simple model that we use in our experiments. Specifically,
we design different critical paths for logic modules, small memo-
ries, and large memories. For logic modules, we model a critical
path as 12 FO4 gates connected in series by short wires. The wires
account for 35% of the path delay [15]. We use CACTI [41] to
estimate wire delays and Equation 2 to compute gate delays. For
memory modules, we separate large memories (the two L1 caches)
from the remaining SRAM structures (e.g., the register file). The
latter are assumed to cycle at twice the frequency of the former. We
use CACTI to determine the optimal sub-array sizes and the physi-
cal layout. In both structures, a critical path stretches from a driver
driving a word line, through the word line, a pass transistor, the bit
line, and the sense amplifier. We model the path as three logic gates
connected by word- and bit-line wires laid out as per CACTI.
We model each logic module and each memory module as hav-

ing many, spatially-distributed critical paths. Specifically, we use
Bowman et al.’s estimate that a high-performance processor chip at
our technology has about 10,000 critical paths [3]. We distribute
these paths uniformly on the area taken by the cores and L1 caches
— we assume that the L2 and the bus do not have critical paths.
Each module gets critical paths of its type. Finally, as we super-
impose the Vth, Leff, and T variation maps on the chip, parameter
variation impacts the delay of these paths. The frequency supported
by a module is determined by the slowest of its critical paths.

6.4. Variation Model Parameters

We only model WID variation. Table 1 shows some of the pa-
rameter values used. For Vth’s σ/μ, the 1999 ITRS [17] gave a
design target of 0.06 for year 2006 (although no solution existed);
however, the projection has since been discontinued. On the other
hand, Kahng [19, 20] reckons that the ITRS variability projections
(for at least the gate-length parameter that he examines) are too op-
timistic. Consequently, we use a default Vth’s σ/μ of 0.12, which
we vary in some experiments. Moreover, according to [21], the ran-
dom and systematic components are approximately equal. Hence,
we assume that they have equal variances. This means that, using
Equation 6, σsys = σrand = σ/

√
2.

Parameter Values

Tech: 45nm; Nominal frequency: 4GHz; Vdd: 1V; Tcal: 100 oC
Vth: μ: 150mV at 100

oC; σ/μ: 0.12;
σsys = σrand = σ/

√
2; φ: 0.5

Leff: σ/μ: 0.5 ×Vth’s σ/μ; σsys = σrand = σ/
√

2; φ: 0.5
Body bias application: Maximum bias: ±500mV; Resolution: 32mV
Number of FGBB cells per chip: 16, 64, or 144
Number of critical path replicas per cell: 5
Number of chips per experiment: 200

Table 1. Parameter values used.

To set Vth’s φ, we note that Friedberg et al. [12] found that the
gate length had a correlation range close to 0.5 of the chip’s width.
Since the systematic component of Vth’s variation directly depends
on the gate length’s variation, we use a default φ = 0.5 for Vth.
As indicated in Section 3.1, based on the 1999 ITRS [17], we set

Leff’s σ/μ to 0.5 of Vth’s σ/μ. Moreover, for Leff, we also assume
that σsys = σrand = σ/

√
2 and φ = 0.5.

Each individual experiment uses a batch of 200 chips that have
a different Vth (and Leff) map generated with the same μ, σ, and
φ. To generate the per-chip Vth and Leff maps, we use the geoR
statistical package [35] of R [33]. We use a resolution of 1M grid
points per chip. To relate BB to Vth, we use the nonlinear formula
from [42] that takes into account short-channel effects.

6.5. BB Environments Evaluated

We evaluate chips with FGBB applied at different granularities,
from the trivial case that has a single BB cell (FGBB1), to envi-
ronments with 16, 64 and 144 BB cells per CMP chip (FGBB16,
FGBB64, and FGBB144). When partitioning a chip into cells, we
first separate groups of hot units from groups of cold ones. Then, in
each group, we separate logic, large memories, and small memories
(Figures 9(b) to (d)). A large module like the L2 cache is broken
into multiple cells. Each cell has five uniformly-spaced critical path
replicas (Figure 9(b) shows them for one cell). The slowest of such
replicas determines the cell’s BB voltage.
We consider three different scenarios: FGBB set statically (S-

FGBB), FGBB set dynamically as the chip runs (D-FGBB), and no
BB applied (NoBB). As a reference, we also consider chips with no
process-induced Vth variation (NoVar). Note that NoVar’s Vth is not
constant due to T variation. For our DVS experiments, we use one
DVS domain per processor and one for the L2 cache.
In D-FGBB, the BB voltage changes infrequently because it

tracks gate delay changes due to T. A BB update occurs when
the delay changes by ≈2%, which corresponds to a T change of
≈5 oC. We assume that the circuit in Figure 6 can detect such delay
changes. Otherwise, we can use more elaborate circuits, which have
high accuracy [14, 22]. In our D-FGBB simulations, we recompute
the BB every 2ms.

7. Evaluation

We first assess the effect of Vth variation on frequency and leak-
age. Then, we focus on howD-FGBB improves on S-FGBB in three
scenarios: normal operation, high performance, and low power.

7.1. Characterizing Vth Variation

Figure 11 shows chip frequency (a) and chip leakage power (b)
as Vth variation (measured in σ/μ) changes. For each value of σ/μ,
the figure shows bars for three different φ. In all cases, frequency
and leakage are relative to the NoVar chip. The bands in the bars
show the variation across chips in the batch.
As Vth variation increases, the average frequency of the chips

decreases and their average leakage power goes up. On average,
at 0.12 variation and φ=0.5, the frequency is 10% lower and the
leakage over 20% higher. Clearly, variation is undesirable. The
long bands show high variation across chips in the batch. This is
due to the T variation. At high T, a transistor becomes slower and
leakier. Consequently, if transistors with very high Vth happen to
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Figure 10. Frequency versus leakage power for a batch of 200 chips at Tcal and full load under various schemes.
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Figure 11. Impact of Vth variation on the chip’s frequency (a)
and leakage power (b).

“fall” on the hottest region of the chip, the chip is likely to have low
frequency. On the other hand, if many transistors with very low Vth
fall on the hottest area, the chip is likely to have high leakage.
We see two main trends. First, across chips in one experiment,

leakage varies more than frequency — since leakage is exponential
with T, an unfavorable Vth distribution can significantly increase
leakage power. Second, as φ decreases, the average frequency de-
creases as well. The reason is that, given a set of high-Vth transis-
tors, if they are uniformly spread out in the chip (low φ), there is a
higher chance that some will fall on the hottest region of the chip,
thus reducing the chip’s frequency.

7.2. Normal Operation: D-FGBB Improves a
Chip’s Operating Point

S-FGBB can be used to tune the chips in a batch so that they fall
into desirable frequency-leakage bins [45]. The goal is to place each
chip at the highest possible frequency bin where it still meets the
power consumption constraint. In this section, we summarize the
impact of S-FGBB and then show how D-FGBB further improves
a chip’s operating point.
The Acceptable Region for a chip [45] is bounded by two con-

ditions: (i) the frequency should be higher than a given minimum
value, and (ii) the sum of dynamic and leakage power should be
less than a given maximum value. In a frequency-leakage plot such
as Figure 10(a), these constraints require that the chip be above a
horizontal line and to the left of a slanted line, respectively. The
slanted line has this shape because, as frequency increases, the dy-
namic power increases linearly and, therefore, the amount of tolera-
ble leakage power decreases linearly. Inside the Acceptable Region,
higher frequency is better.
Figure 10(a) shows a scatter plot of the frequency and leak-

age power for our 200 chips, with axes normalized to NoVar (no
process-induced Vth variation). We build the slanted line so that it

would include the NoVar chip, which is point (1,1). We then arbi-
trarily set the horizontal line to 0.85 of the frequency of the NoVar
chip, and divide the range into four equally-spaced frequency bins.
As a fraction of the NoVar frequency, the ranges of the bins are:
0.850–0.887, 0.887–0.925, 0.925–0.962, and over 0.962. These
bins are in the ballpark of those used in commercial processors.

7.2.1. Impact of S-FGBB

In Figure 10(a), some chips fall outside the Acceptable Region.
By applying S-FGBB to a chip, we can move it into the Accept-
able Region or, if it is already there, move it to a higher frequency
point. Using the axes and the slanted line of Figure 10, Figure 12
graphically shows the impact of our S-FGBB calibration algorithm
of Section 4.2.
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Figure 12. Impact of S-FGBB and D-FGBB on a chip’s
operating point.

Consider a chip that is originally operating at point A. Our al-
gorithm can move the chip along the curve labeled S-FGBB at
Tcal. The result of the algorithm is to bring the chip to point B,
at frequency Fcal, where the chip dissipates the maximum allowed
power — thus, point B is on the slanted line. Point B is more desir-
able than A in that it is inside the Acceptable Region and is poten-
tially in a higher frequency bin than A. Increasing the frequency be-
yond Fcal would push the chip to the left of the slanted line, where
power consumption is excessive. In cases where the original chip is
operating at point A’, the S-FGBB algorithm reduces the frequency
and brings it to point B.
The actual curve followed from A depends on the number of

FGBB cells. The schemes with more cells such as FGBB144 target
their BB voltages better and push the chip to a B position that is
higher in the slanted line — thus delivering chips in better bins.
To show it, we take the batch of chips of Figure 10(a) and apply

our S-FGBB algorithm using the FGBB1, FGBB16, FGBB64, and
FGBB144 schemes. The resulting frequency-leakage scatter plots
are shown in Figures 10(b)-(e). The charts show that all the schemes
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move practically all the chips to the slanted line, in the Acceptable
Region. However, the schemes differ in how high they push the
chips. The more BB cells they use, the more effective they are.
The different impact of the schemes is best seen in Figure 13,

which shows how many chips fall in each frequency bin for the dif-
ferent schemes as a fraction of the 200 chips. Chart (a) corresponds
to our experiment, while (b) repeats it for Vth’s σ/μ = 0.09.
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Figure 13. Frequency binning obtained by S-FGBB with differ-
ent numbers of BB cells, for σ/μ = 0.12 (a) and σ/μ = 0.09
(b).

Figure 13(a) shows that FGBB64 and FGBB144 move many
chips to the top bin. Specifically, FGBB144 has 36% of the chips in
the top bin and 93% in the top two. On the other hand, NoBB has
none in the top bin and only 11% in the top two. Chart (b) shows
that the trends are the same for σ/μ = 0.09. Specifically, as we
go from NoBB to FGBB144, the number of chips in the top bin
changes from 4% to 75%. Consequently, our results are valid for
smaller variations as well.
In the rest of the paper, when we refer to the average frequency

and leakage of the NoBB or other schemes, we count all the chips
— rather than dropping from the average those that fall outside the
Acceptable Region. While in a practical environment they would
be dropped, we feel the results are more intuitive this way.

7.2.2. Leakage Reduction with D-FGBB

Applying the D-FGBB algorithm of Section 4.3 can substan-
tially reduce the leakage power consumed by the chip. To see it
graphically, consider Figure 12. The chip was calibrated with S-
FGBB at Tcal, resulting in point B. However, given that the chip’s T
during execution is close to Tavg , the chip typically operates around
point C, moving to the left and right as shown depending on the cur-
rent T conditions. If we apply D-FGBB, we push the chip’s working
point to moving around point D in the figure. The result is leakage
power savings.
Figure 14(a) compares the leakage power of the chips under

NoBB, and with 1, 16, 64, or 144 cells under S-FGBB and D-
FGBB. We report the average across all the applications and nor-
malize the bars to NoBB. We see that D-FGBB reduces the leakage
substantially over S-FGBB. Specifically, with D-FGBB, the leak-
age power is reduced by 28–42% compared to S-FGBB — where
the highest reductions correspond to the chips with more cells. In all
cases, S-FGBB dissipates about the same amount of leakage power
as NoBB.
Figure 14(b) shows the total power in this experiment. The fig-

ure also includes an environment with DVS alone and one where
D-FGBB is combined with DVS as detailed in Section 4.5. All bars
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Figure 14. Leakage (a) and total power (b) of the chips for
different FGBB schemes in normal operation.

are normalized to NoBB. Recall that, as we increase the number of
cells, the frequency increases. However, for the same number of
cells, the frequency is the same. From the figure, we see that D-
FGBB reduces the total power consumption by 15–22% relative to
S-FGBB for the same frequency, with the higher reductions corre-
sponding to the schemes with more cells. If we combine D-FGBB
and DVS, the total power saved is 21–36% of the S-FGBB power—
again, with the schemes with more cells doing the best. This large
impact is possible because DVS lowers the voltage of the domain
that dissipates the most dynamic power (namely, the core), while
D-FGBB applies higher BB to ensure that the target frequency is
met. This results in dynamic power savings that add to the leak-
age savings of D-FGBB. Finally, DVS alone can only reduce less
than 5% of the power in NoBB. This is because the voltage can be
lowered little while still meeting the target frequency.

7.3. High Performance: D-FGBB Improves Fre-
quency

A second application of D-FGBB is to improve performance by
increasing the average frequency of a chip beyond the Fcal deter-
mined at calibration (Section 4.4). Figure 15 compares the average
frequency of the chips with S-FGBB and this use of D-FGBB. The
figure considers chips with different numbers of cells, and normal-
izes the bars to NoBB.We see that D-FGBB increases the frequency
by 7–9% over S-FGBB for the same number of cells. Compared to
NoBB, the frequency increase is 7–16%. With more cells, the fre-
quency is higher because BB can be tuned better.
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Figure 15. Average frequency of the chips for different FGBB
schemes.

The frequency increase varies across applications, depending on
their dynamic power consumption. Those with low dynamic power
consumption see the biggest boosts in frequency. However, appli-
cations benefit differently from a frequency boost, depending on
whether they are memory- or compute-intensive. Figure 17 com-
pares the execution time of the applications with S-FGBB144 and
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Figure 16. Frequency versus leakage power for a batch of 200 chips at usual T and load conditions.

D-FGBB144. In the figure, the bars are normalized to NoBB.
On average, D-FGBB144 reduces the execution time by 6% over
S-FGBB144. Moreover, compared to NoBB and S-FGBB1 (not
shown in the figure), the reduction is 10%.
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Figure 17. Execution time of the applications for different FGBB
schemes.

The speedups delivered by D-FGBB come at a significant cost in
total power consumption. Increasing the frequency induces higher
dynamic power; applying the more aggressive BB voltage needed
to increase frequency induces higher leakage power. The result-
ing total power for S-FGBB and D-FGBB is shown in Figure 18.
Because of the high power cost, this mode of operation is only ap-
pealing when the highest possible performance is needed.

1 16 64 144

Number of BB Cells

0

0.2

0.4

0.6

0.8

1.0

T
ot

al
 P

ow
er

NoBB
S-FGBB
D-FGBB

Figure 18. Total power of the chips for different FGBB schemes.

7.4. Low Power: D-FGBB Reduces Leakage

Finally, we consider an environment where we do not attempt to
improve the original frequency of the chip with the S-FGBB cali-
bration step of Section 4.2. Instead, we take each chip in the batch
in turn, identify the frequency at which it runs, and then apply D-
FGBB (or S-FGBB) to save leakage. Our goal is to save as much
leakage as possible. We call this environment low power mode.

7.4.1. Constant Frequency

First, we look at the case when the frequency of the chip does
not change. The result is shown in Figure 16. In Figure 16(a), we
repeat the frequency-leakage scatter plot of Figure 10(a), this time
at usual T and load conditions. As a result, the leakage power is
significantly lower than in the worst case presented in Figure 10(a).
Then, Figures 16(b)-(e) show the result of applying S-FGBB or D-
FGBB with different numbers of cells, to reduce leakage at constant
frequency.
Comparing Chart (a) to (b)-(c), we see that, if we apply S-

FGBB, the chips move to the left, therefore saving leakage. More-
over, Charts (d)-(e) show that D-FGBB reduces the leakage of the
chips even further. The higher the number of cells per chip is, the
higher the leakage reduction is.
Figure 19 extends these experiments to all the BB environments.

Figure 19(a) shows the average leakage power of the chips normal-
ized to NoBB. The figure shows that both S-FGBB and D-FGBB
save substantial leakage, especially as the number of cells per chip
increases. However, D-FGBB is much more effective. D-FGBB
reduces the leakage by 10–51% compared to S-FGBB, and by 12–
69% compared to NoBB. Even with only 16 cells per chip, D-FGBB
saves substantial leakage.
Figure 19(b) shows the total power consumption for the differ-

ent FGBB schemes, DVS, and D-FGBB+DVS. The savings induced
by D-FGBB are still large. Specifically, D-FGBB reduces the to-
tal power consumption by 6–19% relative to S-FGBB. When com-
bined with DVS, D-FGBB+DVS reduces total power consumption
by 15–36% compared to S-FGBB. DVS alone is not very effective.
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Figure 19. Leakage (a) and total power (b) of the chips for
different FGBB schemes at constant frequency.

7.4.2. Dynamic Voltage and Frequency Scaling (DVFS)

Since many processors today use DVFS to save power, we
would like to examine how the effectiveness of D-FGBB changes as
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Vdd decreases with DVFS. For that, we take each chip in the batch
and, for a set of supply voltages V i

dd ranging from 1V to 0.6V, de-
termine the corresponding frequency Fi before BB. Then, we apply
D-FGBB at Fi. Finally, we measure the leakage and total powers
for each V i

dd before and after applying D-FGBB. The results are
shown in Figure 20, where all bars are normalized to NoBB with
Vdd=1V.
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Figure 20. Leakage (a) and total power (b) at different voltage-
frequency pairs, without and with D-FGBB.

Figure 20(a) shows that D-FGBB retains its relative effective-
ness at reducing leakage as Vdd decreases from 1V to 0.6V — for
all numbers of cells. Naturally, the absolute reduction decreases
as Vdd decreases because there is less leakage to start with. Fig-
ure 20(b) shows that the total power savings are smaller but still
very significant.
On the other hand, if we use S-FGBB, the BB levels are fixed

at manufacturing time and cannot change with different voltages.
When the same experiment is attempted with S-FGBB, we observe
that the BB levels set at Vdd=1 are such that, as the voltage de-
creases, the processor cannot meet timing at the lower frequencies.
Consequently, S-FGBB and DVFS cannot be easily combined.

7.5. Estimated Area Overhead of D-FGBB

To estimate the area overhead of D-FGBB, we use published
data on BB support in real chips. Specifically, we use the area over-
head reported in [28, 45] and scale it down to 45nm. We consider
two implementations: one that uses critical path replicas and one
that uses actual critical paths. Figure 21 shows the overhead as a
fraction of the chip area. We see that the overhead with replicas
varies between <2% and 4%, increasing with the number of BB
cells. If actual critical paths are used rather than replicas, the over-
head decreases to ≈3% for 144 cells.
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Figure 21. Area overhead of D-FGBB as a fraction of the chip
area.

8. Other Related Work

While the problem of process variation has long been known to
the VLSI community, Borkar et al. [2] are one of the first to provide
a microarchitectural perspective. Other key contributors are Bow-
man et al. [3], who provided a model to estimate chip frequency in
the presence of WID process variation.
Substantial effort has been devoted to modeling parameter varia-

tion [38]. While many of the models are analytical, some have been
obtained through actual measurements of test chips (e.g., [12, 30,
39]). An important issue has been how to model the spatial corre-
lation of systematic variation. While we use a multivariate normal
distribution with a spherical spatial correlation structure, another
approach is to use a quad-tree [25]. With that approach, however, it
may be difficult to control aspects of the correlation structure.
There is abundant work on BB. Section 2.2 has outlined some

of the main issues. In addition, Kumar et al. [23] pointed out the
importance of BB adaptation to T changes. However, they rely on a
static method, based on a mathematical model, to find the optimal
BB voltages at manufacturing time, for all possible values of Vth
and T that a circuit can have. In the presence of variation and given
the scale of today’s processors, this is a daunting task. Finally, Mar-
tin et al. [26] and Chen and Naffziger [6] examined the combination
of BB and DVS.
Several researchers have proposed microarchitectural tech-

niques to mitigate or tolerate parameter variation. They target reg-
ister file and execute units [25], data caches [31], pipeline balanc-
ing [44], or intelligent floorplaning [16]. These techniques may be
able to use D-FGBB to increase their effectiveness.

9. Conclusions

Parameter variation is a major challenge for processor designers.
To address this challenge, we will likely need a combination of so-
lutions at different layers, such as lithography, layout, circuits, and
microarchitecture. The main contribution of this paper has been to
introduce and evaluate a novel solution to this challenge that has a
microarchitecture component, namely D-FGBB.
Our results showed that D-FGBB is very versatile and effective.

We outlined three uses of D-FGBB: (i) reducing the leakage power
at constant frequency in normal processor operation, (ii) increas-
ing the processor frequency in a high-performance mode, and (iii)
reducing the leakage power at constant frequency in a low power
mode.
In its first use, D-FGBB reduces the leakage power of the chip

by an average of 28–42% compared to S-FGBB. The higher sav-
ings correspond to the cases with more BB cells per chip. If, in
addition, we combine D-FGBB with DVS, we save both leakage
and dynamic power. In the high-performance mode, D-FGBB in-
creases the processor frequency by an average of 7–9% compared
to S-FGBB and by 7–16% compared to no BB. Finally, in the low-
power mode, D-FGBB reduces the leakage power of the chip by
an average of 10–51% compared to S-FGBB and by 12–69% com-
pared to no BB.
We also show that D-FGBB can be synergistically combined

with DVFS.While DVFSmostly controls dynamic power, D-FGBB
controls leakage power. Overall, like DVFS, D-FGBB is a versatile
control hook that can be managed in hardware or in software, and
that can be used at different time and area granularities.
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