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Abstract

Near-threshold voltage computing promises an order of magni-
tude improvement in energy efficiency, enabling future proces-
sors to integrate 100s of cores running concurrently. However,
such low voltage operation accompanies extreme parametric
variations, resulting in unreliable operation of the processor.
The memory bit-cells in on-chip caches are most vulnerable
to failure due to their tight functionality margins. In this pa-
per we focus on the NTV challenges with the last-level cache
(LLC) management for future multicores. The state-of-the-art
mechanisms enable a hybrid of disabling faulty cache lines
and error correction capabilities to maximize the usable cache
capacity in the LLC. We postulate that future technologies will
suffer from extreme fault rates and some portions of the LLC
need to be disabled. This will put unprecedented stress on
the LLC capacity impacting the existing management schemes
for placement, movement and replication of data. We focus
our attention on evaluating the state-of-the-art LLC data man-
agement schemes and observe that a scheme optimized for
nominal voltage operation may not necessarily perform opti-
mally at NTV. We show that LLC data management schemes
must be rethought and redesigned for the emerging energy
efficient NTV multicores.

1. Introduction

Multicores have emerged as an alternative to complex sequen-
tial processors to overcome the “power wall”. Multicores
exploit concurrency to achieve performance, and rely on the
simplicity of design and operation of each core to achieve en-
ergy efficiency. However, with the integration of many cores
on a single die, future multicores will still be constrained by
their energy efficiency [30]. Extreme voltage scaling increases
the energy efficiency of future processors since energy scales
quadratically with voltage [7]. Research has shown that near-
threshold voltage (NTV) region is the most energy efficient
region to operate in. It can deliver up to 10× reduction in en-
ergy [17]. However, the clock frequency of the processor must
be reduced, otherwise, the hardware structures may fail due to
extremely tight timing guard-bands. Logic elements have been
shown to be resilient to timing variations at NTV [17]. How-
ever, SRAM memory bit-cells are most vulnerable to failure
due to their tight functionality margins [7].

The higher demand for on-chip cache has been steadily
increasing to alleviate expensive off-chip accesses. A private
last-level cache (LLC) organization (e.g., [11]) has low hit
latency due to high data locality. However, its off-chip miss
rate is high in workloads with large private working set and/or
high degree of data sharing. A popular cache organization is to
implement per-core fast private caches backed by a logically
shared (physically distributed) last-level cache to minimize the
off-chip miss rate [19]. Since the next generation multicores
will execute applications with massive data and large working
sets, maximizing the capacity of LLC becomes even more
important. However, the variable latency to access the shared
LLC naturally gives rise to the data locality challenge due
to non-uniform cache access (NUCA) [19]. Existing LLC
data placement, movement and replication schemes attempt
to balance the tradeoffs between data locality and capacity.
However, at NTV both latency and capacity of the LLC will
worsen and must be reevaluated for optimal data access.

The state-of-the-art NTV proposals either rely on frequency
(fMIN) and voltage (VddMIN) settings such that the processor
has zero-errors [16], or allow bit-cell errors to exist at NTV
and fix them during design time or at runtime [7, 3, 4]. The
first approach delivers reliable operation without increasing
the hardware complexity. However, it operates above the
near-threshold voltage VddNTC, and does not fully exploit the
energy efficiency. The second approach ensures higher energy
efficiency by operating near the threshold voltage (VddNTC).
There are two options for the frequency setting while oper-
ating in the NTV region. The first is to run at a low enough
frequency (fNTC) to ensure zero-errors [12], however, the over-
all performance degrades substantially. The second option is
to set the frequency close to fMIN, such that the system oper-
ates at an acceptable performance level. Because the system
now operates at a higher than safe frequency for VddNTC, tim-
ing margins of logic elements and SRAM bit-cells may be
violated.

The core pipeline elements and register files can be designed
NTV friendly using low overhead circuit solutions [17]. How-
ever, a fixed design time approach to harden SRAM bit-cells
for NTV operation incurs high area overhead [7, 21, 6], de-
creasing the available SRAM capacity in a given area, latency
and energy budget. The runtime approaches use traditional
SRAM design, however, they either disable faulty bit-cells



and sacrifice the available memory capacity [28, 25, 2, 4], or
use error correcting codes (ECC) to correct bit-cell errors at
the cost of additional access latency [9, 20, 31, 10, 24, 3, 14].

We postulate that extreme voltage scaling will result in
high bit-cell failure rates in the deep nanoscale technologies.
At these high bit-cell failure rates, the previously proposed
schemes will reach their error correction limits and resort to
disabling portions of the LLC. This will result in reduced
LLC capacity and increase the expensive off-chip accesses.
Therefore, managing LLC capacity and the associated locality
tradeoffs is now ever so critical. In this paper, we explore the
effects of different data management schemes at the reduced
LLC capacity while operating in the NTV region. An impor-
tant question that arises is whether the LLC data management
schemes used at super-threshold voltages (STV) work effi-
ciently at NTV. We evaluate several LLC data management
schemes at different bit-cell failure rates (with varying effec-
tive LLC capacity) and highlight some of the locality and
capacity tradeoffs in play.

We implement VS-ECC-Disable [3] (cf. Sec. 2.1 for details)
on top of a 64-core multicore with a Private-L1 Shared-L2
cache organization. This scheme ensures functionally cor-
rect operation of the processor at nominal as well as at NTV.
We evaluate state-of-the-art static data management scheme,
S-NUCA [19], and dynamic data management schemes, R-
NUCA [13] and Victim Replication(VR) [32]. We perform
a detailed analysis of the capacity and locality tradeoffs as
the effective LLC capacity is decreased at increasing bit-cell
failure rates.

The key observations of this paper are:
1. No single LLC management scheme caters for all work-

loads.
2. A scheme performing optimally at full LLC capacity might

not be as effective at NTV and may need NTV specific
optimizations.

3. The limited usable capacity and the random nature of faults
at NTV pose a serious challenge for optimizing LLC data
management schemes.

2. Architecture Framework

2.1. The NTV Multicore Cache Hierarchy

We implement a representative NTV multicore processor. As
the focus of this paper is on LLC data management in NTV
conditions, we assume that the L1 caches are protected against
permanent bit-cell faults using circuit techniques [6, 8]. We
assume that LLC tag arrays are also hardened through circuit
techniques. The LLC data arrays are modeled based on VS-
ECC-Disable architecture [3]. VS-ECC-Disable deploys a
hybrid architecture that combines error correcting codes and
cache line disabling. Disabling is used when a cache line has
more bit-cell faults than the correction capability of ECC.

Our representative NTV multicore is shown in Fig. 1 with
shaded regions showing the additional components required
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Figure 1: NTV multicore architecture based on VS-ECC-Disable based LLC.
VS-ECC-Disable cache operates without any additional latency on
fault-free cache lines and incurs two cycle latency for cache lines
with either one-bit or two-bit faults. Cache lines with more than
two faulty bits are disabled. A “Disable Bit” (DB) is added to the
tag array to identify cache lines that cannot be corrected.

on top of an ideal fault-free system. A single “Disable Bit”
(DB) is added to the tag of each cache line. For each operating
voltage, the disable bits are individually populated and they
indicate whether each cache line needs to be disabled. We
assume the system is capable of pre-computing all disable
bits for a given operating voltage using a traditional memory
built-in self-test mechanism (cf. Sec. 3.4).

The ECC engine and the data structure to store and manage
the ECC check bits is added to each LLC data array. The
hit logic and the replacement policy is modified to ensure
its fault-aware operation. VS-ECC-Disable incurs no extra
latency on a cache hit to a fault-free cache line. It incurs two
additional cycles on a hit to a cache line with one-bit or two-bit
faults. Cache lines with greater than two-bit faults are disabled
and not allocated in the LLC. The storage overhead of the
VS-ECC-Disable cache architecture is <2% [3].

2.2. LLC Data Management Schemes

We evaluate the impact of increasing fault rates at NTV opera-
tion of three state-of-the-art LLC data placement, movement
and replication mechanisms, as outlined below.

Static-NUCA [19] is a static LLC data placement scheme.
S-NUCA address interleaves the data across all LLC slices. It
does not allow replication of data in the LLC and each cache
line is only stored in one physical location. The probability
that a cache line resides in the local core’s LLC slice is 1/n
in an n-core processor. Therefore, data is mapped to a remote
core with high probability. S-NUCA suffers from high remote
LLC slice access rate that results in high on-chip traffic and
high average LLC access latency/energy.

Reactive-NUCA [13] classifies data as private or shared at
page granularity using the existing operation system virtual
memory management mechanism. When a cache line is ac-
cessed for the first time, it classifies the associated page as
private, and places it at the requester’s LLC slice. If another
core then accesses data from that page, it is reclassified as
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Table 1: Architectural parameters for evaluation.

Architectural Parameter Value
Number of Cores 64 @ 1 GHz
Compute Pipeline per Core In-Order, Single-Issue

Memory Subsystem
L1-I Cache per core 32 KB, 4-way Assoc., 1 cycle
L1-D Cache per core 32 KB, 4-way Assoc., 1 cycle
L2 Cache per core 256 KB, 8-way Assoc.

2 cycle tag, 6 cycle data
Inclusive

Cache Line Size 64 bytes
Directory Protocol Full Map Invalidation-based MSI
Num. of Memory Controllers 8
DRAM Bandwidth, Latency 5 GBps/Controller, , 75 ns

Electrical 2-D Mesh with XY Routing
Hop Latency 2 cycles (1-router, 1-link)
Contention Model Only link contention

(Infinite input buffers)

a shared page, and the page is moved to a core based on an
address interleaving mechanism. R-NUCA does not allow
replication of data. However, instructions are replicated in
LLC slice per cluster of 4 cores, using rotational interleaving.
This allows R-NUCA to exploit locality for private data. It
also avoids cache pollution by not replicating data.

Victim Replication (VR) [32] is a hybrid LLC management
scheme that combines the low hit latency of a private LLC
and the low off-chip miss rate of a shared LLC. It starts with a
private L1, shared LLC configuration and uses the local LLC
slice of a core as a victim cache for the cache lines evicted
from its L1 cache. Cache line replicas are made at the local
LLC slice only if another cache line is found which is either
invalid, has no sharers in the L1 cache, or a replica itself,
in the stated order. If no such cache line is found, a replica
is not created and is sent back to the home core’s LLC slice
(assigned statically based on address interleaving). On eviction
of a replica, it is sent back to the home core’s LLC slice. A
cache line in the L1 cache has an exclusive relationship with
its replica. This means that a replica hit in the local LLC
slice results in transferring the cache line to the L1 cache, and
its invalidation in the LLC slice. This helps decrease cache
pollution, however, cache coherence is further complicated
since the cache line is either in the L1 cache or the LLC slice.

3. Evaluation Methodology

3.1. Performance Models

We evaluate a 64-core shared memory multicore. The default
architectural evaluation parameters are shown in Table 1. All
experiments are performed using the core, cache hierarchy,
coherence protocol, memory system and on-chip interconnec-
tion network models implemented within the Graphite [23]
multicore simulator.

3.2. Energy Models

For energy evaluations of on-chip electrical network routers
and links, we use the DSENT [26] tool. Energy estimates
for the L1-I, L1-D, L2 (with integrated directory) caches, and
DRAM are obtained using McPAT [22]. The energy evaluation

Table 2: Projected Transistor Parameters for 11 nm Tri-Gate

Parameter Value
Near Threshold Voltage (VNTV ) 0.45V
Gate Length 14 nm
Contacted Gate Pitch 44 nm
Gate Cap / Width 2.420 fF/µm
Drain Cap / Width 1.150 fF/µm
Effective On Current / Width (N/P) 739/668 µA/µm
Off Current / Width 1 nA/µm

is performed at the 11nm technology node to account for future
scaling trends. We derive models for a tri-gate 11nm electrical
technology node using the virtual-source transport models
of [18] and the parasitic capacitance model of [27]. These
models are used to obtain electrical technology parameters
(Table 2) used by both McPAT and DSENT.

The static energy (subthreshold and gate leakage) is pro-
jected to be the dominant component of the overall energy at
NTV [17]. Therefore, we model static energy, in addition to
dynamic energy, for the evaluation.
3.3. Benchmarks and Evaluation Metrics
We simulate eleven SPLASH-2 [29] benchmarks (RADIX,
FFT, LU_C, LU_NC, CHOLESKY, BARNES, OCEAN_C,
OCEAN_NC, WATER-NSQUARED, RAYTRACE, and VOL-
REND), seven PARSEC [5] benchmarks (BLACKSCHOLES,
SWAPTIONS, FLUIDANIMATE, STREAMCLUSTER, DEDUP,
FERRET, BODYTRACK, and FACESIM), one Parallel-MI-
Bench [15] benchmark (PATRICIA), and one graph benchmark
(CONNECTED-COMPONENTS) [1]. Each application is run to
completion using the medium or large input sets. For each
simulation run, we measure the Completion Time, i.e., the
time in parallel region of the benchmark; this includes the
instruction processing latency, memory access latency1 , and
the synchronization latency.
3.4. NTV Model
Memory built-in self-test (MBIST) is a popular mechanism
used to detect memory faults at runtime. We deploy MBIST
to test the integrity of on-chip caches and identify faulty cache
lines. MBIST is run during the boot-up process of the system
for the target operating voltage and frequency. It identifies
all faulty bits and constructs a bit-mask of the disable bits for
each cache line accordingly. This disable bit-mask is then
loaded into the LLC before executing the user applications.

1 The memory access latency is broken down into five components. L1
Cache to LLC replica latency (L1C-LLCReplica) is the time spent by the
L1 cache miss request to the LLC replica and the corresponding reply from
the LLC replica including time spent accessing the LLC. L1 Cache to LLC
home latency (L1C-LLCHome) is the time spent by the L1 cache miss re-
quest to the LLC home location and the corresponding reply from the LLC
home including time spent in the network and first access to the LLC. LLC
home waiting time (LLCHome-Waiting) is the queueing delay at the LLC
home incurred because requests to the same cache line must be serialized to
ensure memory consistency. LLC to sharers latency (LLCHome-Sharers)
is the round-trip time needed to invalidate sharers and receive their acknowl-
edgments. This also includes time spent requesting and receiving synchronous
write-backs. LLC home to off-chip memory latency (LLCHome-OffChip)
is the time spent accessing memory including the time spent communicating
with the memory controller and the queueing delay incurred due to finite
off-chip bandwidth.
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Figure 2: The average LLC capacity with 0, 1, 2, 3, and >=4 random bit-cell
faults at NTV.

3.5. Bit-cell Fault Masks for Caches at NTV
Near-threshold voltage depends on the process technology,
and can vary within and across generations. At a given NTV
operating point, each bit-cell can be modeled as operational or
not. Furthermore, these probabilities exhibit normal distribu-
tion and random occurrence [21].

We evaluate our architecture at several bit-cell fault rates
(0.1%, 0.3%, and 0.5%) with varying usable LLC capacity.
Figure 2 shows the average cache capacity that is available
with zero-bit, one-bit, two-bit, three-bit, and more than three-
bit faults. The average usable LLC capacity at 0.7% bit-cell
fault rate is only 30.5% with the double correction capability
of VS-ECC-Disable. This capacity is too low to even expect
any reasonable performance and hence operating at such an
extreme region might need stronger ECC correction or a more
efficient NTV architecture to recover more LLC capacity. The
fault rates used in this paper represent varying capacity levels
and with a stronger correction capability these capacity levels
might occur at the higher fault rates.

4. Results
In this section, we discuss the impact of reduced available
capacity and the random nature of bit-cell faults on the state-
of-the-art LLC management schemes. Figures 3 and 4 plot the
average completion time and energy breakdown for various
random fault rates (0%, 0.1%, 0.3%, and 0.5%). The results
are normalized to a fault-free (ideal) S-NUCA baseline with
100% capacity (S-NUCA at 0% fault rate).

R-NUCA and VR perform consistently better than S-NUCA
at all fault rates evaluated. VR performs better than R-NUCA
at low fault rates, however, it performs on-par with R-NUCA at
0.5% fault rate. This is because as the fault rate increases, the
available capacity decreases and VR has fewer opportunities
to make local replicas. Due to this effect, VR accesses remote
LLC slices more often (even for private data), whereas R-
NUCA accesses remote LLC slices for shared data only.

The energy results show similar trends as completion time.
R-NUCA and VR reduce the energy consumption over S-
NUCA. VR shows some benefits over R-NUCA at low fault
rates, however, at 0.5% fault rate the energy consumption is
more than that of R-NUCA.

We observe three different trends in completion time across
the fault rates, namely (1) workloads where benefits of VR
over R-NUCA diminish with increasing fault rates, (2) work-
loads where benefits of VR are consistently higher than R-
NUCA at all fault rates, and (3) workloads where benefits of
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Figure 3: Completion time breakdown for S-NUCA, R-NUCA, and VR at 0%,
0.1%, 0.3%, and 0.5% fault rates. The results are normalized to
an ideal fault-free S-NUCA baseline.
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Figure 4: Energy breakdown for S-NUCA, R-NUCA, and VR at 0%, 0.1%,
0.3%, and 0.5% fault rates. The results are normalized to an ideal
fault-free S-NUCA baseline.

R-NUCA increase over VR with increasing fault rates. Fig-
ures 5 and 6 plot one representative benchmark highlighting
each trend. The benchmarks not shown either show similar
trends or are not interesting to study in the paper’s context.

4.1. BARNES

BARNES (cf. fig. 5) has a working set that fits in the LLC
at low fault rates. We observe high number of LLC accesses
to shared read-write data. As S-NUCA and R-NUCA do
not allow replication of shared read-write data, they suffer
from excessive accesses to remote LLC slices. VR replicates
such data in the local LLC slice and exploits the lower access
latency. This trend holds for 0%, 0.1% and 0.3% fault rates.
At 0.5% fault rate the performance advantage of VR over
R-NUCA diminishes because of higher stress on the LLC
capacity. We note that as the fault rate increases due to NTV
operation, the off-chip miss rate also increases. This results in
performance degradation for all evaluated schemes. However,
the rate of degradation varies making it hard to pick one of the
schemes as an optimal candidate. WATER-NSQUARED, and
SWAPTIONS show similar behavior.

The energy results (cf. fig. 6) follow the completion time
results closely and are dominated by the static energy compo-
nent. The overall energy increases with increase in fault rate
because of the higher number of off-chip accesses.

4.2. OCEAN_NC

OCEAN_NC exhibits a large number of LLC accesses to pri-
vate data. Since R-NUCA places private data in its local LLC
slice, one expects it to show some performance and energy
benefits over S-NUCA. However, false sharing is exhibited
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Figure 5: Normalized completion time breakdown at 0%, 0.1%, 0.3%, and 0.5% fault rates.
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Figure 6: Normalized energy breakdown at 0%, 0.1%, 0.3%, and 0.5% fault rates.

at the page-level, i.e., multiple cores privately access non-
overlapping cache lines in a page. As R-NUCA classifies data
at the page level, it is unable to place all private data at the
local LLC slice. On the other hand, VR replicates cache lines
in the local LLC slice upon eviction from the L1 cache. There-
fore, it is able to capture private data at cache line granularity
and replicate it in the local LLC slice. This helps reduce the
average LLC access latency for subsequent accesses to such
cache lines.

As the fault rate increases, the overall completion time
and energy increases for VR due to limited opportunities for
replication. However, VR reduces completion time and en-
ergy compared to R-NUCA. Similar trends are observed in
BLACKSCHOLES, LU_NC, PATRICIA, and RAYTRACE.

4.3. DEDUP

DEDUP is a benchmark that shows significant number of ac-
cesses to thread private data. As S-NUCA stripes the data
across the chip based on address interleaving, the probability
of the private data being mapped to a remote core is high. This
hurts the average LLC access latency and is clearly visible in
this benchmark. On the other hand, R-NUCA places private
data in the core’s local LLC slice and hence exploits lower
data access latency. The improvement is significant even at
fault rates as high as 0.5%. The reason is that working set
of DEDUP suffers (almost) equally from increase in off-chip
accesses in all LLC management schemes. VR is built on top
of S-NUCA, so it also suffers from the same issue of private
data being mapped to a remote LLC slice. It tries to combat
the issue by replicating data in the local LLC slice, however,
R-NUCA’s placement of private data in local LLC slice is

more effective and results in higher benefits. Moreover, at
high fault rates the usable capacity comes under greater stress
and the opportunity to make replicas in the local LLC slice di-
minishes significantly. Similar behavior is observed in RADIX,
FFT, LU_C, CHOLESKY, and OCEAN_C.

The energy results for DEDUP closely follow its completion
time results. R-NUCA spends significantly lower amount of
static and dynamic energy compared to S-NUCA and VR.

4.4. Summary

Our evaluation highlights that there is no one-size-fits-all data
management scheme at the lower usable LLC capacity when
operating at NTV. Moreover, a scheme that works optimally at
higher LLC capacity might not be effective at the lower usable
capacity. We observe this behavior in BARNES and LU_NC
where the significant advantage over R-NUCA diminishes at
high fault rates. We also observe that there is a tradeoff be-
tween locality optimization and the LLC capacity. Optimizing
locality ends up putting extra stress on the LLC, increasing
the off-chip miss rate. These off-chip accesses cost more than
what the locality optimizations improve. Hence, choosing an
optimal LLC data management scheme becomes even more
challenging. This change in trends motivate further investiga-
tion into LLC data management schemes that are specifically
designed for NTV operation. Such a scheme needs to not only
utilize LLC capacity more intelligently but also possess the
ability to handle the random distribution of faults.

5. Conclusion
At near-threshold voltage operation, the usable LLC capacity
reduces significantly due to high bit-cell fault rates. In such
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operation conditions, intelligent management of the LLC ca-
pacity becomes critical. In this paper we evaluate three LLC
data management schemes. We observe that no scheme caters
for optimal data access latency/energy for all benchmarks. We
also observe that a scheme that performs optimally at full
capacity might not be optimal at NTV. Based on these observa-
tions, we conclude that there is a need for variation-aware data
management schemes specifically designed for NTV operation
of the multicore last-level cache.
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