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ABSTRACT
Today’s Enterprise Wireless LANs are comprised of densely
deployed access points. This paper proposes BBN, an in-
terference nulling scheme that leverages the high density of
access points to enable multiple mobile devices to transmit
simultaneously to multiple access points (APs), all within
a single collision domain. BBN also leverages the capa-
bility of the APs to communicate with each other on the
wired backbone to migrate most of the decoding complexity
to the APs, while keeping the design at the mobile clients
simple. Finally, we leverage the static nature of the access
points to make BBN more practical in networks where the
mobility of clients inhibit the use of traditional interference
alignment schemes. We implement a prototype of BBN on
USRP testbed showing its feasibility. The experiment re-
sults show that BBN provides a throughput gain of 1.48×
over omniscient TDMA. Results from our trace-driven sim-
ulations show that BBN obtains a throughput of up to 5.6×
over omniscient TDMA.

Categories and Subject Descriptors
C.2.1 [Network Architecture and Design]: Wireless com-
munication, Network communications

Keywords
Enterprise Networks; Blind Beamforming and Nulling;

1. INTRODUCTION
The recent explosive growth in the number of mobile de-

vices and the data generated by these devices has led to a
decrease in the channel resources available to each individ-
ual device. Network administrators have tried to tackle this
problem by densely deploying access points so that users can
almost always find a closeby AP with good signal strength.
However, dense deployment of APs does not scale well with
the throughput demands. In the existing network proto-
cols [18, 24], when one mobile client is transmitting uplink
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packets to an access point, the nearby clients have to remain
silent to avoid interference to the ongoing transmission.

Recently, multiple algorithms have been proposed that
help in scaling the throughput with number of wireless de-
vices. Interference Alignment (IA) [7] is one of such
techniques that requires clients to participate in a schedule
with exponential number of slots. However, mobile clients
are really mobile. They may not stay at the same place for a
long time. Multi-User MIMO (MU-MIMO) [9] enables
scaling of throughput with number of devices, but it requires
APs to exchange samples over the backbone. Although, the
wired backbone in Enterprise Wireless LANs (EWLANs)
is underutilized [11, 6], exchanging samples requires signif-
icantly higher bandwidth compared to exchanging packets
which cannot be supported by current wired networks [11,
12]. Joint beamforming based algorithms such as [15, 21]
work only for the downlink traffic. To perform joint beam-
forming, these algorithms require all transmitters to share
the contents of all packets to be transmitted. However, mo-
bile devices are not connected through a wired backbone,
and are unable to share the packets amongst each others.

This paper proposes BBN, the first implementation of
Blind Beamforming and Nulling scheme that enables multi-
ple nearby access points to concurrently receive uplink pack-
ets from multiple mobile clients, all within a single collision
domain without overwhelming the backbone. BBN does
not increase energy consumption on the clients compared
to 802.11 and executes exactly over two time slots. BBN
leverages three properties that are unique to EWLANs: (i)
Dense deployment of APs (See Fig. 3 and [18]); (ii) Ca-
pability of these APs to exchange packets with each other
over the underutilized wired backbone; and, (iii) Immobility
of APs resulting in relatively stationary channels (See Fig.
2). When an AP is receiving uplink data, existing algo-
rithms [18] including IEEE 802.11 WiFi, suppress nearby
APs to transmit or receive data. In contrast, BBN makes
use of the energy-rich access points to assist their clients
(mobile devices) in decoding their packets at their respec-
tive access points. In BBN, the clients only participate in
the first slot and the access points participate for the clients
in the second slot.

Consider the example enterprise WLAN shown in Fig. 1(a)
where all the APs and the three clients are in a single col-
lision domain. Assume that the three users want to upload
one packet each to the backbone. An omniscient TDMA
scheduling algorithm with global knowledge would require
three time slots to complete this upload. In BBN, in the
first slot as shown in Fig. 1(a), all users will transmit at
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(a) First slot. x1, x2 and x3 are the three packets trans-

mitted by C1, C2 and C3, respectively. y(1)
i are the re-

ceived samples at APi in the first slot. h(1)
ij is the channel

from client i to APj during time slot 1.
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(b) Second slot. A subset of APs (AP3 and AP4) transmit

in the second slot while the rest of the APs receive. y(2)
i

are the received samples at APi in the second slot. aij

are the combined channel coefficients of client i at APj

after the transmissions of the second slot. si is the scaling
coefficient at APi compared with first slot.

Figure 1: Illustration of BBN over a topology of 3 clients and 4 APs. All devices belong to the same collision
domain and can hear each other. More details about the expressions are discussed in Section 2.

the same time. All the 4 APs will receive a combination of
three transmitted packets. In the second slot, AP3 and AP4

will retransmit the received signals by first precoding [13]
them such that the following condition is satisfied as shown
in Fig. 1(b): At AP1, samples corresponding to x2 and x3 in
the second slot align with the samples corresponding to x2

and x3 in the first slot. Decoding happens in multiple steps
as follows:

1. At the end of the second slot, AP1 scales the samples
received by AP1 in the second slot and subtracts them
from the samples received in the first slot. This scaling
is done such that samples corresponding to x2 and x3

are nulled. Afterwards, it is left with only the samples
corresponding to x1. AP1 decodes the samples to ob-
tain the packet transmitted by C1. Next, it transmits
the decoded packet over the backbone to AP2.

2. AP2 recreates the samples corresponding to x1 and
subtracts them from the samples received in the first
slot and the second slot.

3. After subtraction, AP2 is left with two equations (one
from each slot), and two variables (x2 and x3). AP2

solves the two equations to obtain x2 and x3.

4. Afterwards, AP1 and AP2 forward x1, x2 and x3 to-
wards their destinations.

BBN enables the three transmitters with single antenna
to upload three packets in two slots, improving the through-
put by 50% compared to omniscient TDMA. In Section 2,
we show that in networks with high enough density of APs,
BBN enables N mobile clients to transmit N uplink pack-
ets in exactly two slots resulting in unbounded throughput.
Also, note that BBN requires the APs to exchange only the

decoded packets instead of the raw samples. Compared with
our previous work RobinHood [5], which works only in a
single collision domain, BBN supports multiple collision do-
main and is more robust to decoding failures.

The focus of BBN is to increase throughput of the up-
link traffic for clients with a single antenna. This is in con-
trast with [21, 15] that focus on downlink traffic. Recently,
uplink traffic [12, 6] has been growing at a fast rate due
to the emergence of a wide-range of applications, such as
cloud computing, video conferencing, online gaming, VoIP,
and traffic generated from mobile devices (e.g., location in-
formation or sensor readings). BBN makes extensive use
of the wired backbone. Besides transmitting the decoded
packets, the channel state information, which are required
to do nulling in the second slot, are also exchanged over the
backbone. Since BBN migrates most of the complexity from
the mobile devices to the APs, it allows BBN to work even
when the channel from clients to APs is rapidly changing
due to client mobility. BBN works as long as the APs are
time-synchronized with each other and it places very few re-
quirements on the clients. This paper makes the following
contributions:

1. We propose a blind beamforming and nulling scheme,
BBN, that scales uplink throughput with the number
of access points. BBN also works over multiple colli-
sion domains.

2. This paper shows the first implementation of blind
beamforming and nulling on USRP radios. Experi-
ments performed on our testbed show that BBN achieves
1.48× throughput compared to omniscient TDMA.

3. Trace-driven simulation results show that in a large
Enterprise WLAN, BBN can leverage the density of



0 5 10 15 20
−80

−70

−60

−50

−40

−30

Time (s)

R
S

S
 (

d
B

)

(a) Channel between a pair
of APs

0 5 10 15 20
−80

−70

−60

−50

−40

−30

Time (s)

R
S

S
 (

d
B

)

(b) Channel between a mo-
bile client and an AP

Figure 2: Received Signal Strength (RSS) in an of-
fice environment. The channel between APs is rela-
tively stationary compared to channel between AP
and mobile client.
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Figure 3: CDF of number of APs observed across
different locations. The data was collected at mul-
tiple places including a hospital, a large university
library and an apartment complex.

the access points. In EWLANs with high density of
APs, BBN provides a throughput of 5.6× compared
to omniscient TDMA and 52.4× compared to IEEE
802.11.

2. ILLUSTRATION
Before discussing BBN in detail, we define a few notations.

All of the clients and APs in BBN are assumed to have only
one antenna. The network consists of clients C1, C2 and C3

and four APs from AP1 to AP4 that are connected through a
wired backbone. Let h(1)

ij be the channel coefficient between
Ci and APj in slot 1. In the second slot, a subset of APs are
selected to transmit. For this example, this set consists of
AP3 and AP4. Let h(2)

kj be the channel coefficient between
APk and APj in slot 2. In this section, we assume that
all the wireless devices are in single collision domain (i.e.,
they can all hear each other). In Section 5, we extend BBN
to networks with multiple collision domains. Let xi be the
packet sent by Ci in slot 1. In the following discussion, we
ignore the presence of noise since it is not possible to null
the noise. However, we do take noise into account in our
analysis (See Section 4.4) and then later in our simulations

(Section 7). Let y(t)
ik be the component of xi received by

APk in slot t. We have:

y(1)
ik = h(1)

ik xi (1)

Let vk be the precoding vector for APk in the second slot
and M be the total number of APs (In this example, we

have M = 4). Let y(2)
ij be the component of xi received by

APj in slot 2. We have:

y(2)
ij =

M∑

k=3

h(2)
kj vky

(1)
ik =

M∑

k=3

h(2)
kj vkh

(1)
ik xi (2)

We want to ensure that components of x2 and x3 at AP1

are a linear combination of their components in the first slot.
Let si be the scaling coefficient at APi. Thus,

y(2)
21 =

M∑

k=3

h(2)
k1 vkh

(1)
2k x2 = s1y

(1)
21 = s1h

(1)
21 x2 (3)

y(2)
31 =

M∑

k=3

h(2)
k1 vkh

(1)
3k x3 = s1y

(1)
31 = s1h

(1)
31 x3 (4)

Simplifying these equations, we get

M∑

k=3

h(2)
k1 vkh

(1)
2k − s1h

(1)
21 = 0 (5)

M∑

k=3

h(2)
k1 vkh

(1)
3k − s1h

(1)
31 = 0 (6)

Since, the right sides of Eqs. 5 and 6 are all 0, instead of 2,
at least 3 variables are required to obtain non-zero solutions.
One of these variables is the scaling coefficient (s1). Thus,
a total of 2 transmitting APs are required to supply these
variables. Further, two receiving APs are also required such
that the first AP decodes x1 while the second AP decodes
x2 and x3. Thus, in total M = 2 + 2 = 4 APs are required
to support 3 clients as in Fig. 1.

In BBN, for the network shown in Fig. 1, at the end of
slot 1, AP 3 and AP 4 solve Eqs. 5 and 6 to obtain precoding
vectors which are then used during slot 2 (See Eq. 2). This
computation may take time (due to communication among
APs over the backbone). In general wireless networks, this
creates inaccuracies since the channel between APs and the
mobile clients may change from the time the channel state
information (CSI) was measured to the time when the APs
retransmit the data in the second slot. Thus, the precoding
vectors that were computed based on old CSI may not be
suitable for the channel’s current state. This may lead to
inaccurate beamforming and nulling. However, in BBN, the
mobile clients do not participate in the second slot. Only the
APs transmit and receive data in the second slot. Due to the
immobile nature of the APs, the channel (or CSI) between
APs changes very slowly (See Fig. 2(a)). Thus, the CSI
computed among APs is valid for longer duration compared
to CSI between mobile clients and APs. By requiring only
the APs to transmit in the second slot, BBN ensures higher
accuracy of joint beamforming and joint nulling.

Number of APs required: In general, if there are N
clients in the network, then BBN needs to align (N − 1)
packets at the first AP, (N − 2) packets at the second AP
and so on. Thus, a total of at least (N−1)+(N−2)+· · ·+2 =
N2−N−2

2 variables are required to satisfy all the constraints.
However, to obtain a non-zero solution, we need to include



one extra AP, i.e. a total of N2−N
2 APs. However, N − 2 of

the variables are supplied by the scaling coefficients at the

receiving APs. Thus, a total of N2−N
2 −(N−2) = N2−3N+4

2
transmitting APs are required. Finally, N−1 receiving APs
are also required in slot 2, where the first N − 2 receiving
APs decode one unique packet while the last AP decodes

2 packets. Therefore, with N2−3N+4
2 + N − 1 = N2−N+2

2
APs, BBN can leverage this high density of APs to decode
N uplink packets in exactly two slots. Further, in contrast
to [5], BBN requires N fewer APs.

3. CHALLENGES
Note that when the APs (i.e., AP3 and AP4) in slot 2

transmit, they have to align the samples of x2 and x3 at
AP1. To achieve this, they precode the signals that they
received in the first slot and transmit. However, in contrast
to the existing solutions [21], in BBN, the transmitting APs
are not aware of what they are transmitting (since they are
unable to decode the samples received in the first slot). We
call this Blind Beamforming and Nulling. Although the idea
behind BBN is simple, there are multiple challenges that
need to be handled to make it practical.

1. Oblivious to the contents of the transmitted
signal: The APs transmitting in slot 2 are not aware
of the contents of the signals transmitted in slot 2.
Despite this, they need to cancel out (or align) the
different contents of the signal at different receiving
APs.

2. Synchronization: In order for the APs transmitting
in slot 2 to align their signals at the receiving APs,
these transmitting APs are required to be synchronized
at the sample level. This requirement is similar to
the requirements of the other existing algorithms that
focus on downlink traffic [21, 15, 20]. Observe that
BBN does not impose synchronization requirement on
the mobile clients.

3. Multi-collision domain: The previous discussion as-
sumes that all clients and all APs can hear each other
directly. However, this may not be true for large scale
EWLANs. Thus, we need a mechanism to extend BBN
to such networks.

4. Inconsistency in the AP density: To decode N

packets, BBN requires N2−N+2
2 access points nearby.

However, the actual number of APs present may be
higher or lower than this number. If the number of
available APs is higher, then BBN can make use of all
of them. On the other hand, if the number of available
APs is smaller, than a mechanism is required to select
a subset of the clients.

5. Robustness: Unlike downlink [21], where each client
individually decodes its own packet, in BBN, decoding
happens in a cascading fashion. Decoding of a packet
depends on the successful decoding of the previous
packets. Clearly, in such a design, failure in decoding
of one packet, makes all future decodings unsuccessful.
We need a new mechanism to increase the robustness
of the decoding.

How we handle these challenges are explained in the next
two sections.

4. PHYSICAL LAYER DESIGN
In this section, we explain the physical layer working of

BBN using three different phases. First, we explain how
multiple clients transmit simultaneously to the APs and
how the channel state information between clients and APs
is estimated. Then, we show how the APs conduct blind-
beamforming and nulling without knowing the contents of
the transmitted signals. Finally, the decoding process is ex-
plained. In BBN, the clients participate in only the first
phase while the APs participate in all the three phases.

4.1 Phase I: Client transmission
As explained in Section 2, the transmissions in BBN are

divided into two slots. In the first slot, the clients trans-
mit concurrently to the APs. Besides the received combined
samples from the clients to APs, the channel state informa-
tion (CSI) between all the clients and APs is also computed
in this phase. To obtain the CSIs, each client sends an access
code (or unique PN sequences [17] assigned to each client)
that is free of interference.

The transmission timeline of Phase I is shown in Fig. 4.
First, the APs broadcast an approve message. This message
contains the IDs of the clients that are allowed to trans-
mit in this slot (For more details on how the APs select
the subset of clients, refer to Section 5 that describes the
MAC design of BBN). The relative order of the IDs deter-
mines the time when a client should transmit its access code.
Since the clients are not synchronized, the transmission of
access codes may partially overlap with each other due to
wireless propagation delay. To avoid this overlap, a small
time gap, called inter-access-code-space (IACS), is inserted
between the transmissions. Finally, after the transmission
of access codes, the clients transmit their packets simulta-
neously. All the APs compute the CSI from different clients
using the interference-free access codes and also store the
received samples corresponding to the data packets. In our
experiments and simulations, we set the duration of IACS
to 2µs, which is enough to compensate for the propagation
delay if the maximum distance between the clients and APs
is no more than 300 meters.

To conduct blind-beamforming, besides the CSIs between
the clients and APs, the CSIs between the transmitting APs
and receiving APs are also required. As shown in Fig. 4,
all of the APs broadcast their access codes one after the
other. When one AP broadcasts, all other APs can estimate
the CSI from that AP. The estimated CSIs along with the
CSIs between clients and APs are forwarded to a group-head
AP through the wired backbone network. The head AP,
uses these CSIs to compute the best sets of transmitting
APs, the set of receiving APs, the decoding order, and the
precoding vector to be used by each of the transmitting AP.
This information is then sent back by the group-head AP to
every AP in the group. In Fig. 5, AP3 and AP4 are selected
as the transmitting APs.

This computation at the group-head AP and the distribu-
tion of result back to APs may take some time due to delays
over the wired backbone. To ensure that all APs have re-
ceived the computed results back from the group-head AP,
BBN requires all APs to wait for Backbone-Inter-Frame-
Space (BIFS) duration.
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4.2 Phase II: Blind-beamforming
After waiting for BIFS time, all APs multiply the sam-

ples received in the first slot with their precoding vectors
and retransmit them (See Fig. 5). The value of BIFS can be
selected on the basis of the speed of the Ethernet and the
expected delays involved. To avoid wastage of wireless chan-
nel during BIFS, APs in BBN participate in another set of
communication (e.g., downlink traffic) while waiting to hear
back from the group-head AP. Observe that since the APs
are relatively stationary, the precoding vectors computed by
group-head AP are valid for a long duration as described in
Section 2. Further, due to the relatively stationary chan-
nel among APs, we do not need to frequently measure the
channel among APs which further reduces the overhead in-
curred during Phase I. The short packet Pre sent by AP3 is
a sequence known to all of the APs. The purpose of sending
this sequence is two fold: 1.) it can be viewed as a pream-
ble for the receiving APs to detect the correct start point
of the retransmission; 2.) it can be used to estimate the
sampling offset between the transmitting APs and receiving
APs using the same techniques as in packet subtraction [6,
10].

4.3 Phase III: Decoding Packets
In BBN, the packets are decoded in a sequential order.

The first AP decodes one packet and sends it to the next
AP which, upon receiving the packet, recreates the received
samples, and then subtracts those samples from the received
samples. The remaining samples are decoded to obtain the
second packet. This process is continued until all packets
have been decoded. Performing a successful subtraction re-
quires estimating various offsets such as frequency offset,
sampling offset, and phase offset. Once the offsets have been
estimated, the AP needs to recreate the received samples.

This sequential decoding and packet subtraction have been
well-studied in the literature [6, 10]. We refer the reader to
the existing literature.

Another practical issue to note is that there is sampling
offset between the transmitting APs and the receiving APs
in the second slot. This offset makes it difficult to align the
components of x2 and x3 received by AP1 in the second slot
with the corresponding components received in the first slot.
To that end, the packet Pre as explained in the previous
section can be used to estimate the offset.

4.4 Computing the Packet Decoding Order
In the previous discussion (Sec. 2), we assumed that x1 is

decoded first, followed by x2 and x3. We also assumed that
joint precoding leaves no residual noise. However, in prac-
tice, joint precoding and packet subtraction are not perfect
and leave some residual noise. Thus, in this section, we
compute the optimal order in which packets should be de-
coded such that the decoding accuracy is maximized in the
presence of the residual noise. To determine the optimal
decoding order, we need to compute the expected received
signal strength (RSS) of each packet (say xi) at each AP
(say APj). The exact value of RSS depends on the precod-
ing vectors which in turn depend on the rest of the matching.
This makes the problem combinatorial in nature.

We compute the expected RSS of client i at APj using
a heuristic. In the second slot, let APN to APM be the
set of transmitting APs and AP1 to APN−1 be the set of
receiving APs. Observe that in the second slot, APj receives
components of xi that have been retransmitted by all APs
in the range APN to APM . Thus, components of xi arrive at
APj through M −N +1 different paths. Each of these M −
N+1 paths start at client i, pass through some transmitting
AP (say APk) and end at APj . Further, each of these paths
consist of two links: First from Ci to APk and, second from
APk to APj . We say that RSSij is expected to be high
only if there is at least one path on which xi has high signal
strength on both the links. If P0 is the transmission power
level, then, we can estimate the RSS of xi at APj as follows:

RSSij ≈ P0 × max
k=N...M

(
min

(
||h(1)

ik ||2, ||h(2)
kj ||

2
))

(7)

Consider client Ci that transmits packet xi at data-rate
Ri. Let APj be the receiving AP that decodes xi. If τi is
the minimum SNR required to decode xi where τi depends
on the physical layer data rate, then the residual noise that
can be tolerated at APj during the decoding is given by [6]:
RSSij

τi
. Using this, BBN computes the maximum residual

noise that each packet can tolerate. Let us say APj decodes
the ith packet in the decoding sequence.

Observe that in BBN the packets are decoded sequentially.
So, if a packet is not decoded correctly, then all other packets
that depend on it can’t be decoded either. So, in order
to improve the decoding probability of all the packets, the
decoding order is chosen by arranging the packets in non-
increasing order of the maximum residual noise that they
can tolerate.

5. MAC DESIGN
In this section, we first explain how BBN works in large

scale networks. Next, we explain how BBN leverages the
variation in the density of access points to improve the through-



put of the uplink traffic. Finally, we explain how BBN co-
exists with ongoing downlink traffic in the network.

5.1 Multi-Collision Domain
The previous sections describe how BBN works in a sin-

gle collision domain. To work in a practical multi-collision
domain, BBN needs to solve multiple challenges:

1. In a multi-collision domain network, an AP may not
be able to hear all other APs. This makes it difficult
to synchronize them since one of the best performn-
ing algorithms with high synchronization accuracy [20]
works only within a single collision domain.

2. The traffic distribution may be different across differ-
ent parts of the network. For example, some parts of
network may experience higher downlink traffic com-
pared to others.

3. The MAC algorithm should ensure fairness across dif-
ferent clients.

4. Previous discussion of BBN requires that all cooperat-
ing APs and all clients are able to hear each other. Sat-
isfying this requirement is challenging since frequent
mobility of clients requires frequent re-computations.

BBN as described in Section 2 requires that: (i)All coop-
erating APs should be able to hear each other; and,
(ii) All APs should be able to hear all clients. So,
one naive way of extending BBN to multi-collision networks
would be to arrange both the APs and clients in groups such
that within each group all APs and all clients can hear each
other. However, this naive approach would require frequent
re-computation of groups due to client mobility.
To ensure that BBN works with mobile networks without

requiring frequent re-computations, we divide the EWLAN
into cliques of APs while only satisfying the first require-
ment. Satisfying that requirement implies decomposing the
graph into as few cliques of APs as possible. Since, de-
composing graphs into fewest cliques is an NP-Hard prob-
lem, BBN uses a greedy polynomial-time algorithm to com-
pute such cliques. Our polynomial-time algorithm repeat-
edly finds a maximal clique among all APs. Then, it re-
moves the vertices (and the edges incident on them) that
are part of the maximal clique. The algorithm then runs on
the remaining graph to find the maximal clique. This pro-
cess is repeated until every AP is a part of some clique. All
the APs that are in the same maximal clique, form a single
group. This decomposition algorithm can be run by a central
server similar to [24, 15]. Ensuring that all APs in the same
group can hear each other allows BBN to leverage the exist-
ing synchronization algorithms (such as SourceSync [20]) to
synchronize all the APs that are part of the same group.
Observe that since the APs are immobile, once the mem-

bership of different groups has been computed, it can be
used for long periods of time. It is possible that an AP may
not be able to hear a client that belongs to the same group.
Thus, grouping based on APs only satisfies the first require-
ment specified above while the second requirement may be
violated. We handle this in Subsection 5.2.1.
Computing neighbor relationship among groups:

To prevent interference from neighboring groups and to keep
groups independent, BBN ensures that at any time if the
APs belonging to group G are communicating, then the APs

belonging to neighboring groups should not communicate.
Two groups (say Gi and Gj) are said to be neighbors of
each other if (i) There exists a wireless device (an AP or a
client) in Gi that is in the interference range of a wireless
device in Gj ; or, (ii) There exists a wireless device (an AP
or a client) in Gj that is in the interference range of a wire-
less device in Gi. To decouple the dependence of neighbor-
relation from the location of mobile clients, BBN takes a
conservative approach such that Gi and Gj are called neigh-
bors even if there could potentially exist a client that can
be in the transmission range of some AP in Gi while being
in the interference range of some AP in Gj . By decoupling
the neighbor relationship from the location of mobile clients,
BBN significantly reduces the overhead that may otherwise
arise due to frequent re-computations.

Scheduling different groups: To ensure that two neigh-
boring groups are not transmitting simultaneously, BBN
uses a central server [21, 15, 24] that manages the interfer-
ence among neighboring groups. Since the schedule length
in BBN is always two slots across all the groups, it makes it
convenient for the server to schedule the active groups. In
BBN, at any time t, the server computes the set of groups
that will communicate for the next two slots (t and t + 1).
This set is computed using maximum independent set tech-
niques such that two groups are allowed to transmit/receive
simultaneously only if they do not interfere with each other.
However, due to unexpected delays on the wired backbone,
the latency from the central server to the APs may result in
APs unnecessarily waiting for the control messages from the
server while the wireless channel is idle. To avoid this wait-
ing, the server in BBN proactively computes the schedule
and transmits it to the APs over the backbone.

Client-AP association: In BBN, clients do not per-
manently associate with any specific AP or a group. The
clients simply wait for the poll packet from any neighboring
AP and transmit uplink data as soon as they receive the
corresponding approve packet as shown in Fig. 6. The poll
packet is a special control packet that is broadcast by the
APs, requesting the clients to reply if they have any uplink
packet. By keeping the clients stateless, BBN reduces the
control messages exchanged between APs and clients.

ACK transmission: In BBN, the APs decode the pack-
ets during Phase 3. After decoding, the APs send ACK over
the wireless to the clients as shown in Fig. 6.

Downlink traffic: Uplink transmissions in BBN can co-
exist with downlink traffic. Each group in BBN can either
perform downlink transmissions or uplink transmissions, in-
dependently of the other groups. For downlink communi-
cation, existing algorithms [21, 15, 24] can be used. The
central server used in BBN can also be used for managing
downlink interference as in the existing algorithms [15, 24].

5.2 Computing the set of transmitting clients
In a system with N clients and N2−N+2

2 APs, BBN guar-
antees that each client can transmit 1 packet every two
slots. Within a single group, it is possible that the number
of APs may not be high enough to support all the clients.
In that case, the group-head AP selects a subset of clients
that would transmit in the first time slot. To ensure fairness
among clients, BBN uses a weighted credit based system [15]
such that the credit of a client is high if it has not been sched-
uled for a long period of time. Thus, the clients with the



highest credit are given priority to transmit. This is further
described in Section 5.2.1.
Fig. 6 explains the complete working of BBN. Initially, the

APs in a group (if allowed by the central server) poll the net-
work for uplink traffic. To make sure that all of the clients
are able to receive the poll message, the APs broadcast the
same poll message simultaneously. This is followed by a con-
tention period in which different clients transmit short pack-
ets conveying their credit balance to contend for the uplink
transmission. At the same time, all APs in the group hear
for such packets and forward them to the “group-head AP”.
The group-head AP upon receiving the forwarded packets
from all APs computes the set of clients that are allowed
to transmit their data packets. This information is con-
veyed by the group-head AP back to the other APs. Next,
all the APs simultaneously broadcast the Approve message
that contains the list of clients that are allowed to transmit
in this slot. Finally, the approved clients transmit their data
packets which are decoded by the APs in three phases as de-
scribed in Section 4. Broadcasting simultaneously requires
the APs to be synchronized with each other. However, since
all APs can hear each other, we achieve this synchroniza-
tion using SourceSync as discussed before. This information
exchange among APs may take some time due to non-zero
latency over the wired backbone. During this time, the APs
may utilize the wireless channel for other transmissions.
On the other hand, it is also possible that the number of

clients are low while there are more APs available (e.g., in
highly dense networks such as in Fig. 3). In that case, BBN
can leverage the extra APs to further improve the robustness
of decoding as discussed in Section 5.3.

5.2.1 Approve algorithm
In each group, a single AP is elected as the group-head AP

that executes the Approve algorithm to compute the set of
clients that are allowed to transmit. Approve (Algorithm 1)
greedily computes the schedule. In each iteration, it adds
the client with the highest credit value to the schedule (Line
8), thereby improving fairness. For such a client, it picks
the best AP (say APj) that has not yet been paired with
some other client (Lines 11-15). Next, Approve tries to add
this client-AP pair to the schedule S and checks if S is still
satisfiable (Lines 16-18). This check is done by Algorithm
Satisfiable. If this pair makes S unsatisfiable (Lines 19-21),
then the pair is removed from S. Also, Ci is marked as
ineligible since it cannot be paired with any AP. This process
is repeated until no more client-AP pairs can be added to S
(Lines 9-10).
Algorithm Satisfiable determines if a given schedule is sat-

isfiable or not. When doing this computation, Satisfiable
takes into account the set of clients that each AP can hear.
Without loss of generality, let S be the schedule such that
S = {(Ci, APi) : APi is the receiving AP for packet xi and
xi is the i

th packet to be decoded}. Satisfiable should return
true if for every client-AP pair, say (Ci, APi), it can find a
subset of i− 1 unique APs in the same group that can align
xi at the receiving APs (AP1 to APi−1). In other words, for
every client-AP pair, say (Ci, APi), Satisfiable needs to find
i − 1 other APs that are in the transmission range of Ci.
This computation can be done by reducing this problem to
a Max Flow problem. We refer the reader to the technical
report [1] for detailed discussion.

Algorithm 1: Approve: Computes the set of clients that
will be approved in this slot

1 Input: For every eligible packet Pi, its transmitter Ci.
Also, information on which AP can hear which client.

2 Output: (i) Set of clients that will be approved in this slot.
(ii) The matching from the approved clients to the APs
indicating which AP decodes which packet. (iii) The
decoding order.

// Set eligibility of all clients to true
3 Ei ← true ∀i : 1 ≤ i ≤ N
4 A← All APs in the current group

// S is an ordered schedule that tells us which AP
decodes which packet. The client-AP pairs are
arranged in the order in which they are decoded.

5 S ← {}
6 while true do
7 CSet← {Cx : Ex = true and Cx /∈ S}
8 Ci ← Ci ∈ CSet and Ci has the highest credit balance
9 if Ci = null then

10 return S
11 Set← {(Ci, APj) : APj /∈ S}
12 (Ci, APj)← (Ci, APj) ∈ Set and RSSij is maximum
13 if APj = null then
14 Ei ← false
15 continue
16 S ← S ∪ {(Ci, APj)}
17 Compute the decoding order in S based on the residual

noise tolerance.
18 isSatisfiable ← Satisfiable(S,A)
19 if isSatisfiable = false then
20 Ei ← false
21 S ← S\{(Ci, APj)}
22 return S
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Figure 6: Timeline of data transmission in a
large network. The data sent by clients during
contention phase are transmitted using the Rapid
OFDM Polling (ROP) [30] scheme to decrease over-
head. All nodes keep silent after ROP and wait
for the group-head AP to calculate and distribute
the Approve message through the backbone network.
Phase III is executed in the background over the
wired backbone allowing wireless channel to be used
for other purposes.

5.3 Robustness
In BBN, the first AP decodes one packet while N − 1

packets are nulled using blind beamforming. The second
AP decodes the second packet (while the other N − 2 pack-
ets are nulled using blind beamforming) and so on. Thus, if
an AP cannot decode a packet due to inaccuracies in blind
beamforming or packet subtraction, then all the following



packets that depend on it can also not be decoded. There-
fore, to ensure that the first few packets in the decoding or-
der can be decoded with high probability, BBN leverages the
high density of APs. Specifically, BBN increases the decod-
ing robustness of the packets if the number of APs present
in a group are more than the minimum required (See Sec.
2).
Let C1, C2, Ci, · · · , CN be the order in which the clients

are decoded (See Section 4.4). Let the number of APs in
the group be M and E be the number of extra APs that are

present such that E = M − N2−N+2
2 . Recall that exactly

N− i packets are nulled (or aligned) at the AP that decodes
the packet from client Ci. If we require one of the extra APs
to independently decode the packet from Ci, then we will
need another N − i extra transmitting APs to ensure that
packets from Ci+1, Ci+2, · · · , CN are nulled at this extra AP.
Thus, to decode the packet from Ci at two different APs, we
need an additional N − i + 1 APs (including one extra AP
for receiving).
BBN increases the decoding robustness as follows: The

APs in BBN find the first client Ci in the decoding sequence
that satisfies the two requirements: (i) The packet from Ci

is decoded at only one AP; and, (ii) E ≥ N − i + 1. Let
Ci be the first client in the decoding sequence that satisfies
the two constraints. Then, BBN ensures that the packet
transmitted by Ci can be independently decoded by two
different APs. BBN decreases E by N − i + 1 since this is
the number of APs required to achieve independent decoding
of Ci. Finally, this process is repeated as long as possible
to achieve independent decodings of some packets. Thus, in
highly dense networks, BBN leverages the extra APs present
in the network to further increase the decoding probability
of each packet. Even if extra APs are not available, BBN can
restrict the number of clients that transmit simultaneously.
This frees up some APs that can be used for increasing the
robustness of decoding. Currently, we leave the problem of
proactively reducing the number of transmitters to increase
the decoding robustness as our future work.

6. EXPERIMENTS

6.1 Setup
We evaluate BBN in a testbed with 7 USRP N210 nodes.

The setup is as follows:

1. Hardware and software setup: Each USRP is equipped
with a WBX daughterboard and operates in the 400
MHz band. All nodes are within single collision do-
main. At the receiver side, we use the GNURadio for
signal processing. The decoding is done offline in Mat-
lab. All of the AP nodes are synchronized with an ex-
ternal clock source generated by OctoClock-G [2]. In
practice, SourceSync [20] can be used to synchronize
the transmitting APs to a nanosecond level accuracy.

2. OFDM and modulation setup: We use a 512 FFT
system, with 200 subcarriers used for data transmit-
ting. The cyclic prefix length is set to 128. Unless oth-
erwise mentioned, Binary Phase Shift Keying (BPSK)
is used as the modulation scheme. The sampling rate
is set to 1MHz.

Apart from implementing BBN, we also implementedOm-
niscient TDMA that utilizes a central server. This server

is aware of (i) packet queue at different clients; and, (ii)
the channel between all clients and all APs. Omni-TDMA
schedules the three different clients in a round-robin fashion
with each client transmitting to the AP to which it has the
best channel.

6.2 Micro-Benchmarks
Many works have shown the effectiveness of beamform-

ing [21, 11]. Since our blind-beamforming and nulling in-
volves transmitting unknown samples, its effectiveness and
accuracy is unclear. In this section, we evaluate the perfor-
mance of blind-beamforming and nulling using the signal to
interference and noise ratio (SINR). In the following exper-
iments, 3 clients and 4 APs were deployed in our testbed as
shown in Fig. 1.

6.2.1 Blind-beamforming and Nulling Effects
First of all, we study the blind-beamforming and nulling

effect as described in Section 4. Since there are a total of 12
links between all APs and clients, it is difficult to control the
SNR of every link. Instead, we place the clients and APs ran-
domly in our testbed and record the actual SNRs. We repeat
the experiment 20 times for each of the 50 randomly cho-
sen topologies. Over various topologies, the SNR between
clients and APs varied from 6 dB to 35 dB. We compute the
final interference to noise ratio (INR) of packet x1 when it is
decoded by AP1. The INR distribution is shown in Fig. 7(a).
The median of the INR is 0.7 dB, which is just slightly above
the noise floor, and the 90th percentile INR is 3.7 dB. This
indicates that residual interference from blind-beamforming
and nulling is relatively small and demonstrates the practi-
cality of BBN.

The INR distribution in Fig. 7(a) shows that it could be as
high as 10 dB, which is a large value compared with typical
SNR values, e.g., 20 dB. We look deeper into the INR results
and present it in an another way in Fig. 7(b). The y-axis is
the final INR of packet x1 at AP1. The x-axis is the range of
signal to interference ratio (SIR) in dB that x1 experiences
in the first slot across all of the APs. The smaller the value
on the x-axis, the higher the amount of interference to be
cancelled in the second slot. This figure shows that as the
SIR increases, the final INR decreases. When the first slot
SIR is larger than -12 dB, the median of the that is 0.6
dB and the 90th percentile is 2.7 dB (Fig. 7(b)). Based on
this result, we can enable BBN when the SIR value is larger
than a threshold and fall back to the default IEEE 802.11
scheme when the SIR value is small. We leave the study of
computing the exact threshold value as future work.

6.2.2 Sampling Offset
As discussed in Section 4.3, there is sampling offset be-

tween the samples received by AP1 from phase I and phase
II. To study the effect of the sampling offset, we turn off the
sampling offset correction in BBN and compute the resid-
ual interference to noise ratio for x1. The result shown in
Fig. 7(a) shows that without sampling offset correction, the
median INR increases by 1.1 dB and the 90th percentile
increases by 2.2 dB. This demonstrates that the sampling
offset correction done in BBN reduces the residual interfer-
ence.
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Figure 7: Experiment results collected over USRP testbed.

6.3 Throughput
In this section, we study the throughput performance of

BBN. The throughput of each client in BBN is recorded
and compared with that of omniscient TDMA. A total of
20000 packets are transmitted by each client across different
topologies. Fig. 7(c) shows that on an average, BBN pro-
vides a throughput gain of 1.48× compared with omniscient
TDMA. The figure also shows the throughput of client 1 is
higher than that of clients 2 and 3. This is because x2 and
x3 are decoded only if x1 is decoded. Further, even if x1 is
decoded, x2 and x3 may not be decoded due to the residual
interference from subtraction.

7. TRACE-DRIVEN SIMULATION
This section explains the setup and the results from the

trace-driven simulations.

7.1 Simulation Setup
Apart from implementing BBN, we also implemented two

other algorithms: (i)Omniscient TDMA algorithm: De-
scribed before in Section 6. However, this time similar to
BBN, Omniscient TDMA also uses a credit-based system
where a client has high credit value if it has not transmit-
ted for a long time. In each slot, it schedules a maximum
independent set of “client to AP” links (where weight of link
= credit of the client × throughput of the client when us-
ing that link). The physical layer rate of a link is chosen
by picking the highest data rate that can be decoded by
the AP; and, (ii) IEEE 802.11g (without RTS/CTS).
To evaluate the gain provided by BBN irrespective of the
downlink algorithm used, only the uplink traffic from clients
to APs was generated. Various traces were incorporated
into the simulation: (i) Noise due to Blind Beamform-
ing and Nulling: The simulator incorporated noise arising
due to imperfect nulling. For this, we used the traces col-
lected from our experiments (See Fig. 7(a)). (ii) Noise due
to subtraction: When an AP subtracts a packet, it has
to recreate its samples and correct for various offsets such
as sampling offset and frequency offset. An imperfect cor-
rection leads to imperfect subtraction resulting in residual
noise. The simulator incorporated this residual noise us-
ing the traces collected by us in experiments. (iii) Path

Loss between clients and APs: Incorporated from the
traces [25]. (iv) Path Loss between APs: Incorporated
from the traces [25]. For simplicity, the packets were as-
sumed to be of constant length (1500 bytes). In practice,
one may use packet aggregation to avoid the overhead in-
duced by small sized packets. In this section, we study the
behavior of BBN in a large EWLAN that spans over multi-
ple collision domains (e.g., the campus of a university). Our
simulator first randomly deploys 1000 clients in a field of
size 500m × 500m. APs are also deployed randomly and
the number of APs is varied. In this setup, different de-
vices may belong to different groups as described in Section
5. The overhead of different protocols was taken into ac-
count during the simulation. For BBN, this includes the
overhead of all the control packets in both wired and wire-
less domains. As discussed in previous sections, when the
APs are exchanging control packets over the backbone for
the purpose of computing the set of approved clients or for
computing the precoding vectors, at that time the wireless
channel can be utilized for other transmissions. In the sim-
ulation also, during these periods, the central server allows
the neighboring groups to use the wireless channel for their
transmissions. Also, APs in BBN used extra APs to further
increase the decoding robustness as described in Section 5.3.
Finally, clients in BBN and IEEE 802.11 used the Auto Rate
Fallback (ARF) algorithm to determine the physical layer
data rate.

7.2 Results
Next, we describe the results from our trace-driven simu-

lations.

1. Total Throughput across all clients: Through-
put increases for all algorithms as they leverage the
increase in the physical layer data rate (See Fig. 8(a)).
For 802.11, the increase is not substantial since a large
number of collisions (due to hidden terminals) reduces
the number of successful transmissions. With increase
in number of APs, the throughput in BBN increases
because of two reasons: (i) Higher AP density implies
more APs are present in each group, resulting in higher
throughput since more clients can be supported at the
same time; and, (ii) Higher data rate at clients due to
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Figure 8: Trace-Driven Simulation Results for Multi-Collision Domain

higher AP density. As the density of the APs increase,
throughput in BBN increases substantially compared
to TDMA. When the number of APs is 2000, each
client is in the range of an average of 76 APs. At that
density, BBN throughput is 5.6× compared to TDMA,
and 52.4× compared to IEEE 802.11. This is lower
than the expected gain since in BBN, clients use ARF
to adjust their physical layer data rate while clients in
Omniscient TDMA transmit at the best possible data
rate.

2. Fairness: Fig. 8(b) shows the variation in Jain’s
fairness index with variation in number of APs. IEEE
802.11 has very low fairness since a client may get
starved if it is in the range of multiple APs. The
fairness index of BBN is higher than other algorithms
since BBN allows all clients to transmit. BBN has
higher fairness than TDMA since BBN performs pre-
coding over transmissions from all clients. Thus, even
the clients that are far away from all APs may ex-
perience high throughput due to beamforming from
multiple helper APs.

3. Decoding probability: As the density of the net-
work becomes higher, the length of the decoding chain
increases. Thus, a decoding failure on one packet im-
plies a decoding failure on all the other packets that
depend on it. Fig. 8(c) shows the percentage of packets
decoded successfully decreases with increase in density.
However, still the throughput in BBN increases (See
Fig. 8(a)) since higher density enables multiple clients
in APs to transmit successfully. Further, with high
density of APs, BBN can use robustness techniques
discussed in Section 5.3 to increase the decoding prob-
ability. Fig. 8(c) also shows the decoding probabil-
ity when BBN does not use robustness techniques de-
scribed before. With the increase in number of APs,
there is a higher chance that BBN can leverage those
APs to improve robustness. Thus, with increasing den-
sity, the improvement provided by robustness further
increase.

8. DISCUSSION
In this section, we discuss some further modifications that

make BBN more practical.

Reducing overhead of channel estimation: To com-
pute the precoding vectors, the APs in BBN require the
knowledge of channel between all clients and APs as well
as the channel between all APs. The problem of computing
the channel from clients to APs has been well studied in the
context of MIMO networks [11, 29]. To compute the channel
values, we plan to use PN sequences to estimate the channel
from multiple transmitters simultaneously [16].

Overhead on the backbone: In BBN when decoding
N uplink packets, the APs need to exchange (N−1)×(N−2)

2
data packets. This is in contrast with [21] that requires
exchange of (N − 1) × (N) data packets when performing
joint beamforming for the downlink traffic. In a MU-MIMO
system where APs exchange sample information through
the backbone, the overhead on the backbone is almost 23N
packets if the data rate is 24 Mbps (16 QAM, 1/2 coding
rate) and the 802.11a standard is used. BBN introduces less
overhead on the backbone compared to MU-MIMO if the
number of clients is no more than 24, while achieving the
same throughput gain of N/2. In addition, APs in BBN also
need to exchange relatively smaller control packets related
to channel state information, scheduling etc. The number
of participating clients can be adjusted based on how much
overhead can be tolerated on the wired backbone.

APs with multiple antennas: If the APs are equipped
with multiple antennas, BBN can leverage them to reduce
the number of required APs. Specifically, if each AP is
equipped with K antennas, then to receive N uplink pack-

ets simultaneously, BBN would require only N′2−N′+2
2K APs

where N ′ = N − (K − 1), a reduction by a factor of more
than K. On the other hand, with M APs each with K an-
tennas, BBN can support around

√
2MK+K clients instead

of
√
2M clients with one antenna per AP.

Packet Aggregation: In practice, packet sizes can be
different and clients may pick different data rates, result-
ing in different uplink transmission durations. However, the
transmissions in BBN are scheduled slot by slot. This slot
based scheduling may result in a waste of channel resources
since the transmission of some clients may not take the whole
slot duration. To solve this problem, we use the same tech-
nique, packet aggregation, as in 802.11n standard. More
specifically, we aggregate and split packets based on the data
rates to create virtual packets that take exactly one slot to
transmit.



9. RELATED WORK
Although BBN builds on several prior work, it differs from

them in various ways.
Backbone usage: The idea of using the wired backbone

to increase wireless throughput is not new. In MegaMIMO[21],
multiple APs cooperatively precode the transmissions such
that each client receives only the packets intended for it
while the other transmissions are canceled out. However,
MegaMIMO requires that transmitters exchange packets among
themselves and thus, it works only for the downlink trans-
missions. On the other hand, BBN improves the throughput
for the uplink traffic. Also, in contrast to MegaMIMO and
OpenRF [15], transmitters in BBN jointly perform nulling
without knowing the actual contents of the packets.
A recently proposed protocol Symphony [6] also focuses

on uplink traffic. However, in contrast to BBN, Symphony
improves the network throughput only when the APs are
in different collision domains. In Epicenter [12], authors
propose that APs should exchange coarse representations
of symbols to decode corrupted bits. Similarly, authors in
[28] also propose that APs exchange bits or raw samples
on the backbone to facilitate packet decoding. In all these
algorithms, the APs cooperate to decode the same packet
whereas in BBN, APs encourage transmitters to collide and
then cooperate to decode multiple packets simultaneously
without exchanging the raw samples.
The idea of using the backbone for improving the up-

link throughput was also proposed in our earlier work called
RobinHood [5]. There are several differences between Robin-
Hood and BBN. First, RobinHood was designed for a single
collision domain, whereas BBN works for multiple collision
domains. Second, BBN includes several techniques to in-
crease the decoding probability. And third, it requires N
fewer APs as compared to RobinHood since BBN utilizes
the samples from the first slot at the receiving APs.
Interference Alignment: Previously, researchers (see [13]

and references therein) have used interference alignment to
improve the capacity of wireless networks. However, unlike
BBN, they either require APs to exchange samples over the
backbone [4], work only for the downlink traffic [26], as-
sume presence of significant number of clients [19], require
multiple antennas at transmitters or receivers [11], require
the antennas to be physically moved [3] to a certain point,
require the channel to change from one slot to another [7],
precode over exponential number of time slots [7], or provide
limited throughput gain [3], or do not scale with number
of APs [11]. These assumptions are not practical in mo-
bile networks since if the client is stationary, the channel
may not change [27] from one packet to another. In con-
trast to the previous works, BBN works even if the chan-
nel stays stationary. The concept of interactive interference
alignment [8] is similar to our work. However, it requires
three slots to finish the transmissions. Also it requires the
clients to be synchronized and transmit in two of the slots.
TurboRate [23] introduces a client rate adaptation scheme
for multiuser MIMO networks. Each client learns the di-
rection of its signal received at the AP and uses SNR after
projection on the direction of other clients to pick the best
uplink data rate. The idea of SNR projection could help us
design a better data rate selection algorithm for BBN.
Wireless Relays: Researchers [22, 14] have also looked

at the problem of using special relay nodes to assist in high
speed communication between specific pairs of source and

destination nodes. In contrast, the focus of BBN is to lever-
age the high density of APs and the wired backbone to care-
fully select the set of destination APs, determine which AP
decodes which packet, and to use the wired backbone to mi-
grate all the complexity away from the clients. Further, with
previous works, it is possible that the destination AP is un-
able to decode a packet due to low SNR. However, in BBN,
APs leverage the high density of APs to increase robustness
(See Sec. 5.3).

10. CONCLUSIONS AND FUTURE WORK
In the previous sections, we discussed BBN, a blind beam-

forming and nulling scheme that leverages the high density
of access points to enable multiple mobile devices to trans-
mit simultaneously. Feasibility of BBN was verified on a
USRP testbed. Measurements show that BBN achieves a
throughput gain of 1.48× over omniscient TDMA. Using
trace-driven simulations, we showed that in dense wireless
LANs, BBN provides a throughput of up to 5.6× compared
to omniscient TDMA. Currently, traffic to BBN may inter-
fere significantly with the packet exchange in BBN. One way
to avoid this is for wireless devices in BBN to send RTS/CTS
at the beginning so as to block the wireless channel for a cer-
tain duration.
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