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Abstract

The specification of a distributed component is typically a syntactic definition of its interface (e.g., the function signatures). Several projects, inspired by testing frameworks for sequential systems, have extended these syntactic definitions to provide behavioral information (e.g., preconditions and postconditions). For distributed components, however, there are two aspects to such a behavioral specification: safety and progress. While the former has received considerable attention in the component testing community, the latter has largely been ignored. We have developed a methodology for specifying progress properties in a manner that lends itself to testing (in the limited sense in which testing progress is possible). Our approach is presented as a simple extension of CORBA IDL. We are implementing an IDL parsing tool that uses this extended IDL notation to semi-automatically generate the code harnesses required to test and debug progress properties.
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1 Introduction

The development of component-based distributed systems has recently been facilitated by the development of middleware technologies and standards such as CORBA [16], Java RMI [23], and DCOM [6]. At their core, these technologies provide the communication functionality between remote components. The interfaces for these components are typically defined by the signatures (argument types, function name, return type) of the exported functions. Such interface definitions do not provide any semantic information about function behavior.
The limitations of such interface definitions have long been recognized. Proposals to extend these definitions fall into two categories. The first approach is to augment function signatures with “requires” and “ensures” clauses as are used in sequential systems [13]. Because these specifications are so similar to those used in sequential systems, they are familiar for designers and (relatively) natural to write. Certain subtleties, however, arise in their use in distributed systems. For example, since there may be many concurrent threads of execution, the caller of a function cannot unilaterally guarantee that the required preconditions hold when the function begins executing. This phenomenon, termed the “precondition paradox” [14, Chapter 30], has been neglected by many specification methodologies. An even more fundamental limitation of this approach is its failure to express progress properties. These properties are inherent in the specification of reactive systems and of many peer-to-peer distributed systems.

The second approach to specify components of distributed systems is based on temporal logic [11]. Some temporal requirements are placed on the behavior of the environment and – if these requirements are satisfied – the component is guaranteed to satisfy some other temporal properties [8]. This approach does permit the specification of progress properties. However, these specification notations are often very formal and the temporal operators somewhat unnatural for developers to write. Also, these notations are usually not considered in conjunction with practical testing and debugging techniques. The environment on which the requirements are placed typically consists of multiple distributed components. To test whether the environment satisfies these properties (akin to testing the precondition in the first approach) may require gathering global state information, so it is often not practical. Testing, however, is vitally important in the development of real systems and the lack of support for testing has impeded the adoption of these temporal specification methodologies.

We have developed a specification technique [22] that combines the strengths of the two approaches outlined above: It permits the specification of progress properties while at the same time providing support for testing. The methodology is based on a very simple operator: transient. It is consistent with practical testing since we restrict properties to local predicates. We are currently implementing a tool that integrates our specification primitives with the testing and debugging cycles of distributed system development. This tool is being developed as an extension of a CORBA-compliant object request broker (ORBacus [17]).

2 Specifying Progress

Many different temporal operators have been used to capture progress properties. Examples include ◇ (pronounced “eventually”) [11], ensures [3], leads to [20], ↔ (pronounced “to always”) [4], and transient [15]. For the specification of progress in distributed components, we choose transient
as our fundamental operator.

The property \texttt{transient}.\texttt{P} holds for a program in which if predicate \texttt{P} is true at any point, it is guaranteed to be false at some later point. For example, consider a component that requires critical access to some shared resource. When the component is using the shared resource, it is in a state \texttt{Critical}. The property that this use is finite can be expressed:

\texttt{transient}.\texttt{Critical}

We choose \texttt{transient} as our fundamental operator for expressing progress for two reasons. Firstly, it enjoys a nice property under composition: If \texttt{transient}.\texttt{P} is a property of some component, it is a property of any system in which that component is used. Secondly, when the predicate \texttt{P} is local to a single component, \texttt{transient}.\texttt{P} lends itself to testing, as we describe in Section 3.

3 Testing and Debugging Progress

Informally, safety properties say that “nothing bad can happen” while progress properties say that “something good happens eventually” [10]. One implication of this definition is that safety properties can be violated by a finite execution, while progress properties cannot. Safety properties can therefore be tested at run-time. If a safety property is violated, an exception can be raised, an error message can be displayed, the program can be aborted, or some other action can be taken. A progress property, on the other hand, says nothing about how quickly an event will occur. It is therefore not possible to detect, at run-time, the violation of a progress property.

It is possible, however, to detect when progress has not been satisfied in a very long time. Indeed, developers often have an intuition about how long to wait for a progress property to be satisfied. At the same time, progress is a subtle requirement on component behavior and it is common for developers to make mistakes in this part of the implementation. It is therefore helpful to provide support for debugging a program that \textit{appears} to be violating a progress property.

In order to monitor the potential violation of a \texttt{transient} property, we make use of a time-stamped history. For example, consider the property

\texttt{transient}.\texttt{Critical}

By testing whether the predicate \texttt{Critical} is true for a component initially and after the execution of each function, we can detect when the predicate becomes true. When the predicate becomes true, a time-stamp is stored for this event. When the predicate becomes false, the time-stamp is cleared. If the tester suspects a lack of progress in the program and aborts the execution, the \texttt{transient} predicates can each be examined to see which is currently true and
which have been true for the longest amount of time. This gives the tester an indication of where to look for the suspected error.

Notice that this testing methodology is consistent with current practices for debugging a lack of progress. When deadlock is suspected, developers frequently insert print statements in an attempt to observe in which state their application becomes deadlocked. When the program appears to reach a fixed state, the execution is aborted and the fixed state is examined in an attempt to unravel how this point was reached. Our methodology automates this \textit{ad hoc} approach by collecting the required information about which progress requirements have failed to be satisfied.

One subtlety in the collection of this information is in how to handle the quantification of \textbf{transient} properties. In the discussion above, we have postulated maintaining a single time-stamp history for each \textbf{transient} property. Often, however, these properties are used within a universal quantification. For example, the requirement that the value of a variable $x$ eventually change is written:

$$\forall k : k \in \mathbb{N} : \text{transient}(x = k)$$

This corresponds to an infinite number of \textbf{transient} predicates:

$$\text{transient}(x = 0) \land \text{transient}(x = 1) \land \text{transient}(x = 2) \land \cdots$$

Clearly, keeping a time-stamp for each of these properties is not feasible.

To address this concern, we have defined the notion of \textit{functional transience} [22]. A \textbf{transient} property is said to be functionally transient when the truth of its predicate functionally determines the values of the dummy variables involved. In the example given above, the truth of the predicate $x = k$ determines, as a function of the component state (\textit{i.e.}, variable $x$), the value of the dummy variable (\textit{i.e.}, $k$). In general, a \textbf{transient} property with dummy variables taken from a set $I$ and component variables taken from a set $V$ has a predicate of the form $p(I, V)$ and can be written as

$$\forall i : i \in I : \text{transient}(p(I, V))$$

This property is said to be functionally transient when:

$$(\forall i : i \in I : (\exists f_i : p(I, V) \Rightarrow i = f_i.V))$$

We also introduce a special syntax for functionally transient properties, writing them as:

$$(\forall i : i \in I : i := f_i.V) \text{ in transient}(p(I, V))$$

For example, this notation allows us to write the quantification

$$(\forall k : k \in \mathbb{N} : \text{transient}(\text{Critical} \land \text{metric} = k))$$

as

$$(\text{metric} := \text{metric}) \text{ in transient}(\text{Critical} \land \text{metric} = k)$$
instead. One advantage of this notation is that it makes explicit the functional
dependence of the dummies on the component state, simplifying the automatic
generation of the required time-stamp history.

The utility of functional transience lies in the simplicity of detecting whether
it has been satisfied. A functionally transient property is satisfied when either
the values of the dummies change or the predicate becomes false for any value
of dummies. In the previous example, the transience requirement is satisfied
by metric changing (and hence the value of $k$ changing) or by the predicate $Critical$ becoming false. This reduces the number of time-stamp histories from
an impractical number (one for each possible value of $metric$) to simply one.

4 An Augmentation of CORBA IDL

Our liveness specification and debugging mechanism is realized in the context
of CORBA. The CORBA standard for distributed object systems defines an
implementation-language independent notation for describing interfaces (IDL).
We extend this notation with keywords that allow the specification of liveness
based on the notions of transience and functional transience as discussed above.

First, the interface of an object in CORBA IDL does not contain any in-
stance data. The predicates that are transient, however, are predicates on the
object state (i.e., instance data). Since requiring an object to export its instance
data in the interface would be a violation of encapsulation, we instead require
the interface to contain a description of an abstract state. For example, the
IDL specification of a Worker object, augmented with abstract state, is given in
Figure 1. (The use of pragmas to extend the IDL language means that these ex-
tended interfaces remain compatible with standard CORBA implementations.)
Liveness properties are given in terms of this abstract state. For the Worker
object, a simple transient property might be that the object does not remain
in the Working state forever.

```plaintext
interface Worker {
    #pragma state enum {Idle, Working} current_state;
    #pragma state long metric;
    #pragma {k := metric} in_transient ( (current_state == Working) \n       && (metric == k))

    oneway void Job ();
};
```

Figure 1: Interface of Worker Object Extended to Include Transient Property

The time-stamp history required to monitor transience is implemented by
a structure with three components: a pointer to the predicate (i.e., a function
on the abstract state that returns a boolean, whether or not the predicate currently holds, and the time-stamp when the predicate last became true. The structure used to implement this history is given in Figure 2. The initialize() function is called when the object is first created and the update() function is called at the end of every function.

```c
struct TransientPredicate {
  boolean holds;
  long time_stamp;
  boolean (*predicate)(const AbstractState&);

  void initialize (const AbstractState& state) {
    holds = (*predicate)(state);
    if (holds)
      time_stamp = get_current_time();
  }

  void update (const AbstractState& state) {
    boolean b = (*predicate)(state)
    if (!holds && b)
      time_stamp = get_current_time();
    holds = b;
  }
};
```

Figure 2: Data Structure for Maintaining Time-Stamp History

It is important to note that the code given in Figure 2 can be generated automatically from the IDL definition of the Worker object. In fact, this automatic generation of skeleton code from the IDL definition is consistent with the typical development cycle for CORBA applications. The preliminary design of our tool is based on the ORBacus [17] implementation of the CORBA 2.0 standard.

5 Related Work

Semantic extensions to interface definitions for distributed components are not new. The definition in CORBA of a implementation language independent notation for defining interfaces is a particularly attractive vehicle for semantic specification constructs. It is not surprising, then, that several proposals have been made to extend CORBA IDL. The Object Management Group, originators of the CORBA standard, have formed a working group to investigate different proposals for semantic extensions. ADL [19] is an assertional extension of CORBA IDL developed at Sun Microsystems. Larch [7] is a two-tiered
specification language that has been applied to a variety of implementation languages, including CORBA [21]. AssertMate [18] is a preprocessor that allows assertions to be embedded in Java methods. Our approach differs from this body of work in its capacity to express progress properties and hence its applicability to reactive and peer-to-peer distributed systems.

The notions of safety and progress were first identified by Lamport [10]. The ability to express any property as a combination of safety and progress was later established by Alpern and Schneider [2]. Temporal specifications in the spirit of “design-by-contract” having been developed to express component behavior contingent on the behavior of the larger system. Examples of this approach include: rely-guarantee [8], hypothesis-conclusion [3], assumption-commitment [5], offers-using [9], modified rely-guarantee [12], and assumption-guarantee [1]. Our approach differs from this body of work in our emphasis on testing. Because progress properties are restricted to local predicates, we are able to monitor whether these progress properties are being satisfied.

6 Summary

Our method for specifying the progress properties of components in a distributed system is based on a single simple temporal operator: transient. With a pragma-based extension of CORBA IDL, transient properties are expressed as part of a component interface. Furthermore, this augmented interface specification can be used to generate a testing harness that monitors whether or not the specified progress properties are satisfied. Testing the specified properties is feasible because the predicates involved are restricted to the local state of a single component.

We have not addressed the specification of safety properties. Our approach, however, is consistent with the assertional methods that do capture safety. The transient operator can be easily integrated with the precondition and postcondition based approaches to provide a more expressive specification notation, while retaining the ability to test for violations of the specification.
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