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Abstract

There are two aspects to the behavioral specification of an object in a distributed system: safety and liveness. This paper describes our component-based mechanism for specifying liveness. The specification of a distributed object is typically a syntactic definition of its interface (e.g., the method signatures). Several proposals exist for extending these syntactic definitions to provide behavioral information (e.g., preconditions and postconditions). However, many of these proposals have failed to address liveness properties. In this paper, we argue for the need to express such properties. Our approach is a simple extension of CORBA IDL. Our extension is guided by the “design-by-contract” philosophy of sequential systems. In particular, our approach is consistent with testing for contract violations and debugging. These activities are critical for the practical use of any specification methodology in real systems.

1 Introduction

The development of object-based distributed systems has recently been facilitated by the development of middleware technologies and standards such as CORBA [20], Java RMI [30], and DCOM [8]. At their core, these technologies provide the communication functionality between remote objects. The interfaces for these objects are typically defined by the signatures (argument types, function name, return type) of the exported methods. Such interface definitions do not provide any semantic information about method behavior.

The limitations of such definitions have long been recognized in both sequential and distributed systems. The “design-by-contract” [18] philosophy of software design partitions responsibility for correctness between the caller of a method and the callee. It is the obligation of the caller to establish the required preconditions before the method is invoked and it is the obligation of the callee, given these preconditions, to ensure the postconditions when the method terminates. Eiffel [17] is an example of an implementation language in which these concepts have been made first-class language constructs. Designing software in this manner promotes the construction of correct systems and the reuse of code. The Object Management Group, originators of the CORBA standard, has recognized the need for behavioral specifications in distributed object systems and has formed a working group to investigate this issue.

The “design-by-contract” philosophy has been extended to distributed systems in two different ways. The first approach is to augment method signatures with “requires” and “ensures” clauses as are used in sequential systems. Because these specifications are so similar to those used in sequential systems, they are familiar for designers and (relatively) natural to write. Certain subtleties, however, arise in their use in distributed systems. For example, since there may be many concurrent threads of execution, the caller of a method cannot unilaterally guarantee that the required precondi-
tions hold when the method begins executing. This phenomenon, termed the “precondition paradox” [18, Chapter 30], has been neglected by many specification methodologies. An even more fundamental limitation of this approach is its failure to express liveness properties. These properties are inherent in the specification of reactive systems and of many peer-to-peer distributed systems.

The second approach to distributed component specification is based on temporal logic [15]. Some temporal requirements are placed on the behavior of the environment and – if these requirements are satisfied – the component is guaranteed to satisfy some other temporal properties [11]. This approach does permit the specification of liveness properties. However, these specification notations are often very formal and the temporal operators somewhat unnatural for developers to write. Also, these notations are usually not considered in conjunction with practical testing and debugging techniques. The environment on which the requirements are placed typically consists of multiple distributed objects. To test whether the environment satisfies these properties (akin to testing the precondition in the first approach) may require gathering global state information, so it is often not practical. Testing, however, is vitally important in the development of real systems and the lack of support for testing has impeded the adoption of these temporal specification methodologies.

The contribution of this paper is a specification technique that combines the strengths of the two approaches outlined above: It permits the specification of liveness properties while at the same time providing support for testing. The methodology is based on a very simple operator: transient. It is consistent with practical testing since we restrict properties to local predicates—that is, predicates on state variables of only the object in question. This concept of locality is central to the practical support for testing since gathering global state in a distributed system is often expensive.

This paper also describes the implementation of a tool that integrates our specification primitives with the testing and debugging cycles of distributed system development. This tool is presented as an extension of a CORBA-compliant object request broker (OR-Bacus [21]).

The rest of this paper is organized as follows. In Section 2, we motivate the need for liveness properties in distributed object systems. In Section 3, we describe the fundamental construct used to describe liveness. In Section 4, we discuss how liveness properties can be incorporated in the testing and debugging phase of system development. In Section 5, we outline a tool for supporting this approach in the context of CORBA. Finally, in Sections 6 and 7, we contrast this project with some related work and summarize our findings.

2 The Need for Liveness

The client-server architecture is a common paradigm for constructing distributed systems [22]. In this style of programming, the server is often implemented as an object that exports various methods to remote clients. These remote clients, executing concurrently, invoke methods on the server object via this exported interface. Reasoning about client behavior is simplified when the method invocations are synchronous. That is, a client suspends execution until the server method has completed and has returned its result. Reasoning about server behavior is simplified when the server methods execute atomically. That is, although the remote clients are executing concurrently, their invocations of server methods are serialized such that one method is executed at a time.

In this model, a precondition and postcondition specification of the server methods is sufficient to fully define the functionality of the server. Client-server programming, however, is a very limited view of the more general class of distributed systems. In general, distributed objects interact as peers, both sending and receiving method invocations. In these peer-to-peer architectures, method invocation is typically asynchronous. (This helps prevent a large class of simple deadlock errors.)

In the peer-to-peer model, methods can still be considered to execute atomically, so long as the semantics of inter-object communication meet certain constraints [14, 29]. By augment-
ing the state of an object with the history of method invocations it has sent and received, the functionality of a server method can be described with preconditions and postconditions. The postcondition of a method might express, for example, that the object’s instance data satisfies some predicate and that a method invocation has been sent to some other object in the computation.

These specifications are examples of safety properties [13]. Informally, safety properties say that “nothing bad can happen.” Another class of specifications are liveness properties. Informally, liveness properties say that “something good happens eventually.” Alpern and Schneider have shown that every behavioral property of a distributed system can be expressed as the conjunction of safety and liveness [2].

As an example of liveness in the context of distributed objects, consider a simple collaborative application with two users. Each user has an associated object to manage the collaboration (call it CollabMgr). Assume that each CollabMgr object has a reference to the other.¹

These objects are symmetric in that either can initiate the collaborative session. After a CollabMgr object is initialized, it can then receive a method invocation of RequestSession(), signaling that the remote CollabMgr is ready to initiate a collaborative session. Notice that this method must be invoked asynchronously to avoid deadlock when both users happen to request a session simultaneously. The syntactic interface for this object, as described in CORBA IDL, is given in Figure 1.

```java
interface CollabMgr {
    oneway void Initialize();
    oneway void RequestSession();
};
```

Figure 1: Syntactic Interface of CollabMgr Object

¹There are several ways to accomplish this. The CORBA standard, for example, allows externalization of object references into ASCII strings. These strings can be published on web pages or sent by email. They can also be translated back into an object reference by a remote object.

There are two important aspects of this protocol. Firstly, there is no guarantee how quickly one CollabMgr will issue a request to initiate a collaborative session (since this request originates from a nondeterministic user). Secondly, as the user is deciding when to issue such a request, other messages can be received from the remote CollabMgr. In particular, a message requesting a session can be received.

A communication protocol can be represented as a communicating finite-state machine (CFSM) [3, 9]. The CollabMgr protocol informally described above is given in Figure 2. Each circle represents a state of the CollabMgr object. The arcs represent transitions between these states and are annotated with send actions (denoted by “-” ) or receive actions (denoted by “+”). It is significant that from the Ready state, both send and receive actions are possible.

![Protocol for CollabMgr Object](image)

Figure 2: Protocol for CollabMgr Object

A state from which the protocol can either send or receive a message is known as a mixed node [31]. The semantics of CFSM protocols typically state that “a component will not indefinitely remain in a state that contains a send transition.” [31] This is a liveness property that must be captured in the specification of the component.

The difficulty with precondition and postcondition based specifications of distributed objects arises when mixed nodes occur in the protocol. Informally, a mixed node requires writing as the postcondition of some method: “either a message has been received or a message has been sent”. The reception of a message, however, corresponds to the execution of a different method, so it cannot be conveniently expressed as a postcondition.
In the CollabMgr example, consider the specification of the Initialize() method. This operation makes the CollabMgr ready to accept session requests. The postcondition of this operation should express that either RequestSession() is invoked on the remote CollabMgr or RequestSession() is invoked on this object. That is, the postcondition of Initialize() might or might not include the invocation of the RequestSession() method! This is outside the scope of ordinary postcondition expressions. The solution is a new element in the specification of the CollabMgr: liveness.

In the interest of space, we have given a single simple example of a protocol that includes a mixed node. This example, however, should not be viewed as a concocted pathological case. Mixed nodes are in fact common in distributed peer-to-peer systems. We have observed such protocols arising naturally in e-commerce applications (in particular, a distributed auction), combinatorial algorithms (in particular, a distributed branch-and-bound search), and interactive distributed games, to name a few.

3 Specifying and Ensuring Liveness: The transient Operator

Many different temporal operators have been used to capture liveness properties. Examples include ◦ (pronounced “eventually”) [15], ensures [4], leads-to [26], ⇒ (pronounced “to always”) [5], and transient [19]. For the specification of liveness in distributed objects, we choose transient as our fundamental operator.

The property transient.P holds for a program in which if predicate P is true at any point, it is guaranteed to be false at some later point. In the CollabMgr example given earlier, the desired liveness property can be expressed as:

transient.Ready

where Ready is the predicate that is true precisely when the object is in the Ready state of the protocol. Alternatively, the histories of send and receive actions can be used to express this same property:

transient.( delp(Initialize) 
\land \neg(delp(RequestSession) 
\lor \text{sentp}(RequestSession)))

where delp(m) is true if and only if there has been a delivery of an invocation of method m (and, similarly, sentp(m) is true if and only if a request to invoke method m has been sent).

We choose transient as our fundamental operator for expressing liveness for two reasons. Firstly, it enjoys a nice property under composition: If transient.P is a property of some object, it is a property of any system in which that object is used. In the language of [5], it is an example of an “exists-component” property. Secondly, transient.P lends itself to testing, as we describe in Section 4.

Whereas a postcondition expresses a requirement on the behavior of an individual method, a transient property can be seen as a requirement on the behavior of an entire object. It is the responsibility of the object implementor to guarantee that the predicate does not remain true forever. Clearly there are some transient properties that cannot be implemented. The most basic example is transient.true. This is similar to writing false as a method postcondition. Perhaps a more subtle example of a transient property that cannot be implemented is the following:

transient.(\neg\text{delp}(m))

This property requires the object to guarantee that eventually one of its methods (in this case m) is invoked by some other object. No implementation can unilaterally guarantee this behavior, however, as it will depend on the behavior of the system in which it is placed.

In practice, transient properties arise in the description of behavior at mixed nodes and are implemented in primarily one of two (similar) ways. One way is to use a time-out. If the mixed node is due to a nondeterministic interaction with the environment (e.g., a user, a sensor, or a possibly faulty device), then a time-out can be used to guarantee that eventually a message is sent. A second way is to use multithreading and synchronization. If the mixed node is due to a lengthy computation
that may or may not be interrupted by the arrival of new information, then multithreading can be used to implement the computation and simultaneous reception of other messages. The correctness of the transient property in this case is ensured by the termination of the lengthy computation.

4 Testing and Debugging Liveness

One implication of the definition of safety properties is that they can be violated by a finite execution. For example, the safety property that an object never enters state “Invalid” is violated by any finite computation in which the object does enter this state. The safety property captured by a precondition and postcondition specification is violated by an execution in which the method is called with the proper precondition but fails to satisfy the required postcondition. Safety properties can therefore be tested at run-time. If a safety property is violated, an exception can be raised, an error message can be displayed, the program can be aborted, or some other action can be taken.

Liveness properties, on the other hand, cannot be violated by any finite execution. Informally, even if a liveness property does not hold for some finite execution, there is a continuation of that execution for which it does hold. For example, if a liveness property requires that an object eventually exits the state “Working”, how long do we wait for this to occur? It is therefore not possible to detect, at run-time, the violation of a liveness property.

It is possible, however, to detect when liveness has not been satisfied in a very long time. Indeed, developers often have an intuition about how long to wait for a liveness property to be satisfied. At the same time, liveness is a subtle requirement on object behavior and it is common for developers to make mistakes in this part of the implementation. It is therefore helpful to provide support for debugging a program that appears to be violating a liveness property.

In order to monitor the potential violation of a transient property, we make use of a time-stamped history. For example, consider the property

\[\text{transient.\texttt{Working}}\]

By testing whether the predicate Working is true after object creation and after the execution of each method, we can detect when the predicate becomes true. When the predicate becomes true, a time-stamp is stored for this event. When the predicate becomes false, the time-stamp is cleared. If the tester suspects a lack of liveness in the program and aborts the execution, the transient predicates can each be examined to see which is currently true and which have been true for the longest amount of time. This gives the tester an indication of where to look for the suspected error.

Notice that this testing methodology is consistent with current practices for debugging a lack of liveness. When deadlock is suspected, developers frequently insert print statements in an attempt to observe in which state their application becomes deadlocked. When the program appears to reach a fixed state, the execution is aborted and the fixed state is examined in an attempt to unravel how this point was reached. Our methodology automates this ad hoc approach by collecting the required information about which liveness requirements have failed to be satisfied.

One subtlety in the collection of this information is in how to handle the quantification of transient properties. In the discussion above, we have postulated maintaining a single time-stamp history for each transient property. Often, however, these properties are used within a universal quantification. For example, the requirement that the value of a variable \( x \) eventually changes is written:

\[
(\forall k : k \in \mathbb{N} : \text{transient.}(x = k))
\]

This corresponds to an infinite number of transient predicates:

\[\text{transient.}(x = 0) \land \text{transient.}(x = 1) \land \cdots\]

Clearly, keeping a time-stamp for each of these properties is not feasible.

To address this concern, we have defined the notion of functional transience [28]. A transient property is said to be functionally
transient when the truth of its predicate functionally determines the values of the free variables involved. In the example given above, the truth of the predicate \( x = k \) determines, as a function of the component state (i.e., variable \( x \)), the value of the free variable (i.e., \( k \)). In general, a transient property with free variables taken from a set \( I \) and component variables taken from a set \( V \) has a predicate of the form \( p_i(I, V) \) and can be written as

\[
(\forall i : i \in I : \text{transient}(p_i(I, V)))
\]

This property is said to be functionally transient when:

\[
(\forall i : i \in I : (\exists f_i : p_i(I, V) \Rightarrow i = f_i.V))
\]

We also introduce a special syntax for functionally transient properties, writing them as\(^2\):

\[
(i, i \in I : i := f_i.V) \text{ in transient}(p_i(I, V))
\]

For example, this notation allows us to write the quantification

\[
(\forall k : k \in \mathbb{N} : \text{transient}(Working \land metric = k))
\]

as

\[
(k := \text{metric}) \text{ in transient}(Working \land metric = k)
\]

instead. The advantage of this notation is that it makes explicit the functional dependence of the free variables on the component state.

The utility of functional transience lies in the simplicity of detecting whether it has been satisfied. A functionally transient property is satisfied when either the values of the free variables change or the predicate becomes false for any value of free variables. In the previous example, the transience requirement is satisfied by metric changing (and hence the value of \( k \) changing) or by the predicate Working becoming false. This reduces the number of time-stamp histories from an impractical number (one for each possible value of metric) to simply one. The implementation of this detection scheme is described in the following section.

\(^2\)This quantification indicates a list of expressions (one for each free variable) separated by commas. Each expression is of the form \( i := f_i.V \).

5 An Augmentation of CORBA IDL

Our liveness specification and debugging mechanism is realized in the context of CORBA. The CORBA standard for distributed object systems defines an implementation-language independent notation for describing interfaces (IDL). We extend this notation with keywords that allow the specification of liveness based on the notions of transience and functional transience as discussed above.

First, the interface of an object in CORBA IDL does not contain any instance data. The predicates that are transient, however, are predicates on the object state (i.e., instance data). Since requiring an object to export its instance data in the interface would be a violation of encapsulation, we instead require the interface to contain a description of an abstract state. For example, the IDL specification of a Worker object, augmented with abstract state, is given in Figure 3. (The use of pragmas to extend the IDL language means that these extended interfaces remain compatible with standard CORBA implementations.)

```idl
interface Worker {
    #pragma state enum {Idle, Working} current;
    #pragma state long metric;

    oneway void Job();
};
```

Figure 3: Interface of Worker Object Extended to Include State

The variables current and metric are abstract. They are not actual instance variables in the Worker object. Hence, the implementation of Worker must include functions that calculate these abstract variables from the actual object state. In the spirit of CORBA IDL, the signature of these functions is automatically generated, but the functionality must be completed by the programmer. The skeleton for the implementation of the Worker object along with the structure that represents its abstract state is given in Figure 4.

Liveness properties are given in terms of this
class WorkerState {
    private: //abstract state variables
        enum {Idle, Working} current;
        long metric;

    public:
        void evaluate_state (const Worker& z) {
            //programmer implements this function
            //to calculate the abstract state
        }
};

class Worker {
    private:
        WorkerState abstract_state;

    public:
        void Job () {
            //programmer implements this function
        }
};

Figure 4: Implementation of Worker Object Extended to Include Abstract State

abstract state. For the Worker object, a simple transient property might be that the object does not remain in the Working state forever. Again, a pragma primitive is used to extend the IDL notation. See Figure 5.

interface Worker {
    #pragma state enum {Idle, Working} current;
    #pragma state long metric;
    #pragma transient.(current == Working)

    oneway void Job ();
};

Figure 5: Interface of Worker Object Extended to Include Transient Property

The time-stamp history required to monitor transience is implemented by a structure with three components: a pointer to the predicate (i.e., a function on the abstract state that returns a boolean), whether or not the predicate currently holds, and the time-stamp when the predicate last became true. The structure used to implement this history is given in Figure 6.

The initialize() function is called when the object is first created and the update() function is called at the end of every object method.

template <class State>
struct TransientPredicate {
    bool holds;
    long time_stamp;
    bool (*predicate)(const State&);

    void initialize(const State& data) {
        holds = (*predicate)(data);
        if (holds)
            time_stamp = get_current_time();
    }

    void update(const State& data) {
        bool b = (*predicate)(data);
        if (!holds && b)
            time_stamp = get_current_time();
        holds = b;
    }
};

Figure 6: Data Structure for Maintaining Time-Stamp History

The time-stamp structure described in Figures 4 and 6 can be used to detect lack of transience in any unquantified transient certificate. These examples rely on the presence of a single well-defined predicate on the abstract local state of the component.

In the case of quantified transience, however, such a predicate does not exist. Recall the example of Section 4 where the requirement that the value of $x$ eventually changes was given by the quantified expression:

$$(\forall k : k \in \mathbb{N} : transient.(x = k))$$

In order to reduce the number of predicates of interest to a tractable number, the concept of functional transience was introduced. With functional transience, the value of the abstract state (in this case $x$) that makes the predicate (in this case $x = k$) true functionally determines the value of the free variable (in this case $k$). Special syntax was introduced in Section 4 to express functional transience. We include similar notation for functional transience in our pragma-based extensions to IDL.
For example, consider a Worker component with a metric value that is guaranteed to change so long as the Worker remains in the Working state. This property is expressed in the IDL given in Figure 7.

```cpp
interface Worker {
  #pragma state enum {Idle, Working} current;
  #pragma state long metric;
  #pragma (k := metric) \in transient.( (current == Working) \&\&(metric == k) )

  oneway void Job();
};
```

Figure 7: Interface of Worker Object With a Functional Transient Property

The structure required for testing transience given in Figure 6 can be extended to support the testing of functional transience. For a functional transient predicate property with a single free variable of type `long` (as illustrated by the previous example), this extension is given in Figure 8.

A function (called `dummies()`) is introduced to calculate the value of the free variable from abstract local state of the component. In this example, this function returns a long integer value. For functional transient expressions with multiple free variables, a further generic class is added to the template instantiation to specify the appropriate structure containing a set of values.

One benefit of functional transience notation is that writing the code for the `dummies()` function is trivial in any system. The implementation of the function is given by the first clause of the property expressed in the IDL (i.e., `k := metric`). The implementation is given in Figure 9.

In most examples, the code for determining the value for the free variable will be no more complicated than this. In fact, the tool itself could be augmented to provide this functionality using only the transient certificate in the IDL file.

It is important to note that the code given in Figures 4, 6, 7, and 8 can be generated automatically from the IDL definition of the `template <class State>
struct FunctionalTransientPredicate {
  bool holds;
  long time_stamp;
  long free_var;
  long (*dummies)(const State&);
  bool (*predicate)(const State&, int);

  void initialize(const State& data) {
    free_var = (*dummies)(data);
    holds = (*predicate)(data);
    if (holds)
      time_stamp = get_current_time();
  }

  void update(const State& data) {
    int v = (*dummies)(data);
    bool b = (*predicate)(data, v);
    if (!holds && b)
      (v != free_var && b)
      time_stamp = get_current_time();
    holds = b;
    free_var = v;
  }
};
```

Figure 8: Data Structure for Functional Transience

```cpp
long dummies (const WorkerState& abs_state) {
  return abs_state.metric;
}
```

Figure 9: Calculation of a Free Variable for Functional Transience

Worker object. In fact, this automatic generation of skeleton code from the IDL definition is consistent with the typical development cycle for CORBA applications.

The preliminary design of our tool is an extension of the ORBacus [21] implementation of the CORBA 2.0 standard. The tool will use a two-pass approach to create the necessary data and control structures for recording the required information for the `transient` certificates provided in the IDL file. The first pass will create the structures and files required by the tool and the second pass will create the skeleton code that must be completed by the
programmer. The pragma extensions will be implemented as extensions to the yacc grammar used by ORBacus to parse IDL files.

We are currently prototyping the fundamental structures that will be used by the tool to generate the appropriate skeletons from extended IDL descriptions. We have devised a suite of examples, of increasing levels of complexity, to be used as a testbed for the tool. All of these examples pertain to various implementations (and specifications) of a distributed auction.

6 Related Work

Semantic extensions to interface definitions for distributed objects are not new. The definition in CORBA of an implementation language-independent notation for defining interfaces is a particularly attractive vehicle for semantic specification constructs. It is not surprising, then, that several proposals have been made to extend CORBA IDL. The Object Management Group, originators of the CORBA standard, have formed a working group to investigate different proposals for semantic extensions. ADL [25] is an assertional extension of CORBA IDL developed at Sun Microsystems. Larch [10] is a two-tiered specification language that has been applied to a variety of implementation languages, including CORBA [27]. AssertMate [23] is a preprocessor that allows assertions to be embedded in Java methods. Another recent example is the Biscotti [7] extension to Java RMI. This extension introduces some new keywords that allow programmers to embed preconditions, postconditions, and invariants in Java remote interfaces. The usual Java exception mechanism can then be used to signal violations of any of these assertions. Our approach differs from this body of work in its capacity to express liveness properties and hence its applicability to reactive and peer-to-peer distributed systems.

The notions of safety and liveness were first identified by Lamport [13]. The ability to express any property as a combination of safety and liveness was later established by Alpern and Schneider [2]. Temporal specifications in the spirit of “design-by-contract” have been developed to express component behavior contingent on the behavior of the larger system. Examples of this approach include: rely-guarantee [11], hypothesis-conclusion [4], assumption-commitment [6], offers-using [12], modified rely-guarantee [16], and assumption-guarantee [1]. Our approach differs from this body of work in our emphasis on testing. Because liveness properties are restricted to local predicates, we are able to monitor whether these liveness properties are being satisfied.

Our approach to the specification and testing of distributed systems is similar in philosophy to the extensions proposed to the Object Constraint Language in [24]. These extensions also capture both safety and liveness and are designed to permit testing of the specifications. Two principal differences are: (i) our explicit inclusion of quantification in the specification notation, and (ii) our integration of the specification with the usual CORBA development cycle (i.e., the parsing of IDL files to produce skeleton code).

7 Conclusion

We have presented a method for specifying component liveness properties in a distributed system. This method is based on a single simple temporal operator: transient. With a pragma-based extension of CORBA IDL, transient properties are expressed as part of an object interface. Furthermore, this augmented interface specification can be used to generate a testing harness that monitors whether or not the specified liveness properties are satisfied. Testing the specified properties is feasible because the predicates involved are restricted to the local state of a single object.

Our approach has the same fundamental limitation as any testing strategy: Testing can never be used to show the correctness of an implementation, only the presence of errors. The same is true of our tool, which can never be used to establish that a particular implementation will always satisfy a given transient property. Despite this limitation, testing is an important part of the software development cycle because it is a practical method to increase confidence in the correctness of an implementation.
Beyond this fundamental limitation of software testing, the testing of liveness properties is further frustrated by the very nature of these properties: A liveness property cannot be violated by a finite trace. Our tool, therefore, can only be used to detect the potential violation of a liveness property. The accuracy of this detection relies on the developer's intuition about how quickly a particular transient property is expected to hold. If transience occurs more slowly than expected, spurious violations will be reported. On the other hand, if transience occurs more quickly than expected, deadlock situations will take longer to detect. We believe that, in practice, developers often have a reasonable intuition on this matter and will use our tool with conservative estimates.

We have not addressed the specification of safety properties. Our approach, however, is consistent with the many assertional methods that do capture safety. The transient operator can be easily integrated with the precondition and postcondition based approaches to provide a more expressive specification notation, while retaining the ability to test for violations of the specification.
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