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Abstract—We present a new algorithm to explore and visualize multivariate time-varying data sets. We identify important trend relationships among the variables based on how the values of the variables change over time and how those changes are related to each other in different spatial regions and time intervals. The trend relationships can be used to describe the correlation and causal effects among the different variables. To identify the temporal trends from a local region, we design a new algorithm called SUBDTW to estimate when a trend appears and vanishes in a given time series. Based on the beginning and ending times of the trends, their temporal relationships can be modeled as a state machine representing the trend sequence. Since a scientific data set usually contains millions of data points, we propose an algorithm to extract important trend relationships in linear time complexity. We design novel user interfaces to explore the trend relationships, to visualize their temporal characteristics, and to display their spatial distributions. We use several scientific data sets to test our algorithm and demonstrate its utilities.

Index Terms—SUBDTW, trend sequence, trend sequence clustering.

1 INTRODUCTION

Almost all scientific simulations produce multivariate results. When analyzing a multivariate data set, one important task is to understand the correlation of the variables and their underlying cause-effect relationships. When the data set is time-varying, each variable will exhibit certain temporal trends at different time intervals. By looking at how the trends evolve over time, and how the trends from different variables are related to each other, the scientists can gain better insight into the data and formulate additional hypotheses. Figure 1 shows a simple example, where three temporal trends from wind magnitude, pressure, and temperature, taken from a data point in a hurricane data set, are displayed. It can be seen that in this example, a sudden drop of wind magnitude and pressure happens almost at the same time. On the other hand, the temperature does not seem to be affected although it does arrive at a peak shortly after the dip of wind magnitude and pressure. The combination of these three trends may correspond to an important scientific phenomenon. In fact, in this case they represent the hurricane eye.

Displaying the relationships among important temporal trends provides an opportunity for the scientist to identify correlations across multiple variables and search for salient features from the data set. The relationships associated with a multivariate time-varying data set can be described by the trends’ time orders, the durations, and the existence and co-existence of one or multiple trends from the variables. It is also possible to classify the spatial regions based on the trend relationships among different variables. For example, from the data generated by a weather simulation calculated within a duration of 12 months, it can be seen that the solar energy in the northern hemisphere reaches its peak in the summer, followed by an increase in the cloud coverage lasting till the end of year, while an opposite trend order is found in the southern hemisphere. By classifying the existing trend relationships, spatial regions with different trend sequences can be identified.

Most of the existing visualization techniques do not directly display temporal relationships among the variables in multivariate time-varying data sets. Visualizing time-varying data via animations, for example, does not explicitly track the variables’ temporal trends. The existing techniques for multivariate data such as parallel coordinates or scatter plots [2] [4] [14] [20] [21] only show the correlation among the scalars, but not necessarily the temporal trends. Instead of considering the data in each time step individually, when analyzing the dynamic behavior of a variable, one should consider the change of value in time. The existing time-series-based algorithms [6] [10] [15] [19] [25] are not explicitly tailored after multivariate data sets. Even though these algorithms could be extended to time series in higher dimensions, they are not designed to extract the temporal sequence of the trends from different variables. Finally, it is more difficult to use the query-based visualization methods [5] [8] [12] [16] [18] if the trends of data are not known in advance.

In this paper, we propose a new analysis method for visualizing multivariate time-varying data sets. We allow the user not only to identify and visualize salient temporal trends, but also to model the spatiotemporal relationships of those trends across multiple variables. A new algorithm called SUBDTW for comparing and extracting salient temporal trends from the time series defined at a spatial data point is proposed. We also present a method to model and cluster the temporal trends into a collection of trend sequences; the evolution of the trends over time among multiple variables is modeled as a state machine, where the appearance or disappearance of any trend is considered as a state transition in the state machine. From the model of the state machine, a clustering algorithm of linear time complexity for the trend sequences is proposed. This allows the user to have a quick overview of the salient temporal events and their sequences in the data set. To query and visualize the spatiotemporal relationships of different variables, we design several interfaces to allow the user to pick particular trend sequences, and design transfer functions to highlight data of various spatiotemporal properties using volume rendering.

The paper has several unique contributions. It presents a novel algorithm to allow a more detailed visual analysis of spatiotemporal events for time-varying multivariate volume data sets. Compared to the existing metric called Dynamic Time Warping (DTW) that was used in our previous work for univariate scalar data [15], the new and more general algorithm SUBDTW presented in this paper has the same computational complexity as DTW but can detect repeating patterns or patterns in a subset of a time series. In addition, unlike the conventional clustering algorithms such as K-mean or hierarchical clustering which have a complexity quadratic to the input size, our clustering algorithm for trend sequences only has a linear time complexity, and hence allows the user to interact with the time-varying data more easily. By visualizing and exploring the spatiotemporal properties of the data, we provide a new perspective to understand and explore multivariate time-varying data sets.

The structure of this paper is organized as follows. We first re-
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Fig. 1. Examples of trends from the data set Isabela, a hurricane simulation. The trends of interest are plotted in thicker lines with colors red, green and blue, respectively, from (a) - (c). (a): trend $M$ from the wind magnitude, where the valley indicates the appearance of the hurricane eye. (b): trend $DP$ from the pressure. (c): trend $DTC$ from the temperature.

view related work on visualization of time-varying and multivariate data in Section 2, and then describe the specification and detection of temporal trends via SUBDTW in Section 3. The modeling and clustering of trend sequences are discussed in Section 4, and the interfaces for exploring and visualizing spatiotemporal properties of the temporal trends are presented in Section 5. Details about the specification of target trends and the performance of SUBDTW and clustering are proposed in Section 6. Results from case studies using different data sets are listed in Section 7. We discuss the limitations of our work and propose future work in Section 8, and then finally conclude the paper in Section 9.

2 RELATED WORK

Visualization of time-varying data has been extensively studied. One conventional method to visualize time-dependent phenomena is through animations. Animations, however, do not extract or track temporal events explicitly. In the literature, there exist several alternatives for visualizing time-varying data. Examples are fusing multiple volumes across time into a single view [24] [26], or considering the time-dependent data as a volume of time series. In medical applications, data points can be classified based on the signals captured over time [6] [10]. The time series data collected at each sample point, called TACs (Time-Activity Curves), can be used as a feature descriptor. Different approaches have been proposed to visualize and analyze TACs for scientific data [15] [19] [25]. The probability distribution or other statistical quantities such as mutual information over time can be used as another important feature of a time-varying data set [1] [2] [22].

The main limitation of the methods above is that only one variable can be considered at a time, which is not sufficient for understanding the correlation among the variables in multivariate time-varying data sets. Previously, methods have been proposed to project or combine multiple variables into a single scalar to highlight the correlation [3] [7] [9]. In the literature of information visualization research, ThemeRiver is a technique to visualize the populations of multiple time series together [11]. The parallel coordinates plot [13] is a popular visualization technique to understand static multivariate data sets. Several extensions have been proposed for time-varying cases [2] [4] [14] [20] [21]. One common issue of these techniques in both scientific and information visualization is that they are mainly designed to understand the correlation among the quantities, not among the time-dependent trends.

To visualize the correlation among the variables or events over time, one choice is to use the query-based visualization methods. After the desired events over time and their order are specified in a query, the regions and time steps that satisfy the query are highlighted. The query can be specified via mathematical expressions or regular expressions [8] [16] [18], or via graphical user interfaces like TimeBox [12] or Pattern Finder [5]. The main difference between these works and ours is that our method does not require a known temporal order among the events to be specified. Instead, our method can automatically detect all salient sequences of the events, which can be useful for exploring unknown phenomena.

It is noteworthy that our previous work in [15] utilizes the distance metric DTW to aggregate a time-varying scalar field into a distance field for a given time-varying feature. This distance field is called TAC-based distance field, which can be rendered to visualize the spatiotemporal behavior of the feature. In this paper, we extend our previous work substantially with three major differences. First, the well-known DTW distance metric is extended to a new and more robust SUBDTW distance metric. Second, this study extends the data domain from univariate to multivariate. Third, while our previous work only covers the rendering of TAC based distance fields, this paper provides a more complete visualization system to explore and analyze time-varying data sets.

3 TREND SPECIFICATION AND ESTIMATION

Our data analysis pipeline consists of the following stages, also shown in Figure 2. At the beginning, the user specifies the trends of interest, called target trends, to start the visualization process. The target trends can be specified by the users based on their domain knowledge, or extracted from the data using a clustering algorithm. Next, for each data point, our system applies SUBDTW to estimate whether and when the specified trends occur. After the estimation is completed, the time steps of all trends at the data point form a trend sequence, which allows us to model the temporal relationships among the trends. The trend sequences of all data points are clustered to extract the most salient trend sequences in the data set. Finally, the user can browse and visualize the salient trend sequences to understand their spatiotemporal behavior.

The user can change the parameters to generate another set of trend sequences on the fly, indicated by the loop shown in Figure 2. In the following, we describe each stage in detail.

3.1 Trend Specification

We denote a multivariate time-varying volume data set with $m$ variables and $n$ time steps as $f_i(x, y, z, t) \in \mathcal{D}_i$, where $(x, y, z) = x$ is the position of the voxel, $i = 1 \ldots m$, $t = 1 \ldots n$, and $\mathcal{D}_i$ is the domain for the $i$-th variable. Each voxel, hereafter called a data point, has $m$ time series, one from each variable. A time series of the $i$-th variable on a data point $x = (x, y, z)$ can also be denoted as $f_{x_i}[t] = f_i(x, y, z, t), t = 1 \ldots n$.

Using time series as feature descriptors is common in many medical and scientific applications. Figure 1 (a), for instance, shows the wind magnitude collected at a data point in a hurricane simulation. We can see that the wind magnitude quickly drops to almost zero as the hurricane eye is passing through.

From the multivariate time series, it is possible to identify one or multiple important temporal trends associated with each variable. The three trends in Figure 1 are extracted from wind magnitude, pressure and temperature of a hurricane data set. We denote the trends of the $i$-th variable as $p_{i,j}[t] \in \mathcal{D}_i, t = 1 \ldots n_j, j = 1 \ldots k$ where $k$ is the number of the trends of interest, and $n_j$ is the number of time steps in trend $j$. Note that a trend itself is a time series, although its length, i.e., the number of time steps, can be different from the total number of time steps in the data set.

Note that when multiple target trends are applied on a single variable, each target trend will be identified individually. Given a set of target trends, if the pattern of a target trend is contained in other target trends, it might create redundant or ambiguous result in later stages. The influence of such a case requires further study to verify.

3.2 SUBDTW

An important step of our algorithm is to identify important temporal trends from the data set so that the characteristics of these trends in space and time can be visualized. Given a target trend $p_i[t]$ of the $i$-th variable, we search where and when it occurs in the data by comparing it with the time series $f_{x_i}[t]$ at each data point $x$. We say that a data point $x$ exhibits the target trend $p_i[t]$ if the distance or dissimilarity $d$...
between the target trend and a sub time series at \( x \) within a time interval \( \mathcal{F} \) is smaller than a given threshold \( \delta \).

To calculate the distance and the time interval within which the sub time series of a data point matches the target trend, a distance metric between two time series will be needed. Considering that two time series may contain a similar temporal trend but with different starting time and length, the distance metric needs to be much more robust than simple metrics such as \( L_1 \) and \( L_2 \) norms used in previous works [6] [10]. The distance metric should also consider the case when the trend is stretched or compressed non-uniformly in the time series, which cannot be detected by maximum cross correlation [6].

Dynamic Time Warping (DTW) is a metric to measure the distance between two time series. It is computed using dynamic programming to warp one time series non-linearly to match the other with a least distortion. DTW is widely used in speech recognition and data mining, and was used in our previous work to perform spatiotemporal analysis for scientific applications [15]. DTW computes the smallest distance after the warping between two time series \( p[1 \ldots n_p] \) and \( q[1 \ldots n_q] \) based on the following constraints:

1. the first and last time steps in one series are always mapped to the first and last time steps of the other series;

2. the warping should preserve the original order of time steps in the series;

3. two adjacent time steps in one series cannot be mapped to non-adjacent locations in the other series.

The smallest distance can be computed with the formulation in Equation 1:

\[
D[i, j] = dist(p[i], q[j]) + \begin{cases} 
0 & i = 1 \& j = 1 \\
D[i, j - 1] & i = 1 \& j > 1 \\
D[i - 1, j] & i > 1 \& j = 1 \\
D[i, j] & \text{otherwise}
\end{cases} \tag{1}
\]

where

\[
D_2(i, j) = \min\{D[i - 1, j], D[i, j - 1], D[i - 1, j - 1]\} \tag{2}
\]

The optimal distance after the warping is \( D[n_p, n_q] \).

Fig. 3. A comparison between DTW and SUBDTW. (a) and (b): search for an increasing function (red) in a time series (blue). The warping via DTW and SUBDTW are plotted in (a) and (b), respectively. While DTW inaccurately warps the pattern to the whole time series, SUBDTW can detect the sub time series that best matches the pattern. (c): detection of the repeating occurrence of the increasing function in another time series via SUBDTW.

The main change from Equation 1 to Equation 3 is in the case when \( i = 1 \) and \( j > 1 \), where Equation 3 does not consider the neighboring cell \( D[i, j - 1] \). Once \( D[i, j] \) for \( i = 1 \ldots n_p \) and \( j = 1 \ldots n_q \) have been obtained, the smallest distance between the pattern \( p \) and the sub time series in \( q \) is \( \min_{j=1 \ldots n_q} D[n_p, j] \).

The main benefit of our SUBDTW algorithm is that it can match a pattern with a sub time series, which cannot be done by DTW. Besides, the time complexity of SUBDTW is the same as DTW. Moreover, SUBDTW can be applied to detect repeating appearances of a pattern, as shown in Figure 3 (c) where the increasing parts in a time series are detected by SUBDTW. To detect a repeating pattern, the local minima along the sequence \( D[n_p, 1 \ldots n_q] \) will be the ending time steps of all appearances. The corresponding beginning time step of each ending time step can be then backtracked.

One drawback of DTW and SUBDTW is the performance since their time complexities are quadratic to the numbers of time steps. More detailed analysis about the performance is discussed in Section 6.2.

4 Trend Analysis

After SUBDTW has been applied to search for the target trends in the data set, we can identify the order of these trends appearing at each data point and how the trends from different variables overlap with one another in time. We call this information trend sequences. We perform clustering to group the trend sequences from all the data points to extract salient trend sequences for a more detailed visual exploration. Below we describe our trend analysis process in detail.

4.1 Trend Sequence Modeling

To model the trend sequences, two types of information are considered. One is a sequence of time points, each of which represents the beginning or ending time of any trend. Assuming there are a total of \( k_x \) trends detected from the time series at a data point \( x \), there can be \( n_x \) unique time points, denoted as \( \{t_{x1} \ldots t_{xn_x}\} \), to be considered. It is noteworthy that \( n_x \) can be different from \( 2 \times k_x \) since multiple trends may begin or end at the same time. In addition, one trend may appear multiple times at a data point.

The other information to consider when sorting out the trend sequences is how the trends from different variables overlap in time. For a data point, the combination of several trends that occur in the same time interval is defined as a state. If the total number of the target trends is \( k \), there will be at most \( 2^k \) possible combinations of trends for the data point at any instant in time because each trend can happen at that time point or not. A data point \( x \) starts from an initial state \( s_0 \) when none of the target trends appears. When time is at \( t_{k-1} \), the trend sequence enters the next state \( s_{k-1} \), in which one or more trends start to occur and will last between time steps \( t_{k-1} \) and \( t_{k-2} \). When time comes to \( t_{k-2} \), some trends stop and/or some other trends start, so the system enters the next state \( s_{k-2} \), and so on. In other words, the state \( s_{k,i} \) contains the trends that last between time steps \( t_{k,i} \) and \( t_{k,i+1} \) for
Fig. 4. Trend sequence. Given three trends of interest \( p_1[t] \), \( p_2[t] \) and \( p_3[t] \), once the trend detection via SUBDTW is completed, the beginning and ending times of the three trends \( t_1/t_3, t_2/t_4, \) and \( t_5/t_6 \), respectively, are detected. Since there are 6 unique time steps, 5 states are created, each of which is a set of indices to indicate the coexistence of trends in the time intervals. The trend sequence is thus \( \{ 1, 1 \}, \{ 1, 2 \}, \{ 2, 1 \}, \{ 2, 2 \}, \{ 3, 5 \}, \{ 3, 6 \} \). Note that the three target trends are for different variables, and thus the trend \( p_1 \) won’t be treated as a sub time series in \( p_2 \) and \( p_3 \).

\[ i = 1 \ldots n_x - 1. \] 

The state transition will stop when the last time step \( s_{n_x} \) is reached.

To summarize, the trend sequence at a data point \( x \) can be described by a sequence of time points \( \{ s_1 \ldots s_{n_x} \} \) which indicates the beginning or ending of any trends, and a sequence of states \( \{ s_{x1} \ldots s_{x,n_x−1} \} \) which represents the combination of the trends at the time points in the time sequence. Therefore, the trend sequence can also be denoted as a sequence of time and state pairs \( \{ t_1, s_1; t_1, s_2; \ldots; t_{n_x}, s_{n_x−1}; s_{n_x−1}; s_{n_x} \} \). Figure 4 shows an example of the trend sequence.

4.2 Trend Sequences Clustering

When the trend sequence at every data point has been obtained, clustering can be used to identify some common sequences of the trends in the data set. A straightforward way of clustering is hierarchical clustering, where all pairs of trend sequences are compared and grouped in a bottom-up manner. The time complexity of this step is quadratic to the number of sequences, which represents the combination of the trends at the time points in the time sequence. Therefore, the trend sequence can also be denoted as a sequence of time and state pairs \( \{ t_1, s_1; t_1, s_2; \ldots; t_{n_x}, s_{n_x−1}; s_{n_x−1}; s_{n_x} \} \). Figure 4 shows an example of the tree created from 5 state sequences.

\[ 3 \text{Trends of Interest} \]

\[ \text{Time series on data item } x \]

\[ \text{Sequence 1} \]

\[ \text{Sequence 2} \]

\[ \text{Sequence 3} \]

\[ \text{Sequence 4} \]

\[ \text{Sequence 5} \]

\[ \text{Clustering} \]

\[ 3 \text{Trends of Interest} \]

\[ \text{Time series on data item } x \]

Fig. 5. Trend sequence clustering. Five state sequences are given here. The clustering will group the given state sequences into a tree. In this tree, the state sequences with a common prefix will be placed under a subtree. Each node with a thicker border represents the ending of a state sequence.
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\[ \text{Sequence 2} \]
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Once salient trend sequences have been extracted, the user can begin to visualize the spatial and temporal relationships of the trends from the variables. The knowledge of temporal trends in the data can be used to assist the design of transfer functions for volume rendering. In the following, we present our methods in detail.

5 Visualization

One way to visualize the trend sequences is to show the state diagram mentioned above. However, showing the state diagram does not give the user an intuitive way to understand the time progression of those trends. Therefore, a more effective visualization method is called for.

We visualize each trend sequence as a 2D \( n \times k \) image, where \( k \) is the number of trends and \( n \) is the number of states in the sequence. The \( i \)-th column in the image represents the \( i \)-th state, and the \( j \)-th row represents the \( j \)-th trends. Each trend \( p_j \) is associated with a color \( c_j \). For a pixel with an index \( (i, j) \), if the \( j \)-th trend is included in the \( i \)-th state, this pixel is then colored by \( c_j \); otherwise, this pixel is left blank.

An example is shown in Figure 6, where the time series used are the same as in Figure 4. The colors for the three trends are red, green and cyan, respectively. From the image, the temporal order among the three trends can be clearly seen. It can also be observed that there is...
3.2 Parallel Coordinates for Trend Sequences

While multiple data points can have the same trend sequence, trends in different spatial regions may start at different times with different durations. The above method for visualizing trend sequences displays the temporal order of trends but not the specific time, which can be important for understanding the cause-effect relationship between the different temporal events and the durations of the events. To display the detailed time information for all the data points that share the same trend sequence, parallel coordinates with \( n + 1 \) vertical axes are used for a trend sequence with \( n \) distinct states, considering the beginning and ending times of the states. In our plot, one axis is used for each state to represent the time when the trend sequence enters/leaves that state. We then plot every data point’s trend sequence as a polyline in the parallel coordinates. An example of the parallel coordinates plot for a trend sequence with 3 states is shown in Figure 7 (a). The slope of the polyline segment indicates the duration of the corresponding state, and the visual clusters in the parallel coordinates plot further separate the data points into different categories.

In our current implementation, each line segment is drawn with an opacity, controlled by the user. Since many data points may enter the same state in the trend sequence at the same time, many line segments in the plot may overlap. By blending the line segments together, the time intervals and the states that have high occurrences will be visually highlighted. The user can also control the widths of the line segments to emphasize the correlation among nearby line segments. Figure 7 (b) shows the modified plot from Figure 7 (a) with the combined effect of blending and using a larger line width, which visually presents the polylines into two groups. More complicated techniques, like those operations proposed in Illustrative Parallel Coordinates [17], can be applied to create more intuitive and effective visualization.

5.3 Trend-sequence-based Transfer Function Design

Based on the visualization methods described in the previous sections, we create a user interface to design transfer functions for volume rendering. The goal of the transfer functions is allowing the user to visualize regions that have interesting trend sequences. In the interface, the user first selects a trend sequence of interest by clicking on its representative image that we describe in Section 5.1. From the parallel coordinates plot of the selected trend sequence, the user can choose groups of polylines that are of interest, and render them with different visual attributes to highlight their spatial locations using volume rendering.

To choose a polyline group, our interface lets the user specify a time interval on each axis in the parallel coordinates. Assuming this trend sequence contains \( n \) states \( \{s_1, \ldots, s_n\} \) and the selected time interval on the \( j \)-th axes is denoted as \( \{t^j_0, t^j_f\} \), the selected time intervals \( \{(t^0_0, t^0_f), \ldots, (t^n_{n-1}, t^n_{n-1+1})\} \) will form a tunnel across the parallel coordinates axes, as the red regions illustrated in Figure 7 (c). Polylines that fall within the tunnel are selected. The trend sequence \( \{s_1, \ldots, s_n\} \) and the selected time intervals \( \{(t^0_0, t^0_f), \ldots, (t^n_{n-1}, t^n_{n-1+1})\} \) are added as an entry to the transfer function. For each tunnel, two colors \( c^0 \) and \( c^1 \) will be specified, from which the colors for polylines within the tunnel will be interpolated. Two examples of the transfer function entries are presented in Figures 10 (a) and (b).

During the volume rendering process, each voxel \( x \) looks up the entries in the transfer function. If this voxel’s trend sequence \( \{s_{x,1}, \ldots, s_{x,n_x}\} \) matches a sequence in one of the entries, and its time sequence \( \{t_{x,1}, \ldots, t_{x,n_x+1}\} \) falls in the tunnel, a color \( c_x \) and an opacity \( \alpha_x \) are computed for this voxel. Otherwise this voxel will be transparent.

The color \( c_x \) is interpolated from the colors \( c^0 \) and \( c^1 \) assigned to this entry. The color transition can indicate the transition of time for the region that has the same state sequence. The color \( c_x \) is computed as Equation 4:

\[
c_x = (c^0 \omega^1 + c^1 \omega^0) / (\omega^0 + \omega^1)
\]

where

\[
\omega^k = \sqrt{\sum_{j=1}^{n_x+1} (t_{x,j} - t^k_j)^2}, \quad k = 1 \text{ or } 2.
\]

The color \( c_x \) is a linear interpolation of the two colors \( c^0 \) and \( c^1 \). The weights \( \omega^0 \) and \( \omega^1 \) are decided based on the Euclidean distances from a vector \( (t_{x,1}, \ldots, t_{x,n_x+1})^T \) to the two bounds of the tunnel, \( (t^0_1, \ldots, t^0_{n_x+1})^T \) and \( (t^1_1, \ldots, t^1_{n_x+1})^T \).

The opacity of each voxel is modulated based on how similar the voxel’s temporal trends are to the target trends. Assuming there are \( k_x \) trends in the target trend sequence, the smallest distance from the voxel’s time series to the \( j \)-th trend is \( d_j, \) and the cutoff threshold for having enough similarity is \( \delta_j, j = 1 \ldots k_x \), the opacity \( \alpha_x \) for the voxel is then calculated as in Equation 6, which attenuates the voxel opacity when the distance between its time series and the target trends is larger.

\[
\alpha_x = \exp\left(-\sum_{j=1}^{k_x} d_j^2 / \sum_{j=1}^{k_x} \delta_j^2\right)
\]

Figure 10 (c) and Figure 12 (d) are the resulting images from our volume renderer. We explain the visualization of this data set in more detail in Section 7.

6 IMPLEMENTATION

This section provides some more implementation details about our system, including the user interfaces for target trend specification, and the performance analysis of SUBDTW and trend sequence clustering. Our system was implemented on a machine with an Intel Core 2 Duo 6700 processor, 3GB system memory, and an nVidia GeForce GTX 280 graphics adapter.
6.1 Target Trend Specification

In our current system, two user interfaces are provided to specify the target trends. One interface is similar to the spreadsheet layout proposed by Woodring and Shen [25], which utilizes K-mean clustering to extract and display salient trends. During a preprocessing stage, we apply K-mean clustering to group the time series on all data points. The average length of the trend sequence per data point, i.e., the number of states in the sequence, which in turn depends on the distance threshold, determines the number of states from the data points to conduct our experiments. The mean time series of all groups are then listed on the screen, where the user can browse and select the time series with interesting patterns as the target trends. To reduce the computational cost, we used the Euclidean distance metric for the K-mean clustering process. We also display a larger number of clusters, for example 30, in order to capture as many salient patterns as possible. Even though these may exist redundance in the extracted patterns since the Euclidean distance metric does not consider the time shift of patterns, the user can pick any one of the redundant patterns as the target trends. Alternatively, another user interface that we provide is to let the user pick a spatial point on the screen using mouse pointer. The time series associated with this spatial point can be then added to the set of target trends.

Once the target trends have been specified, the user can perform some further adjustment. For instance, the user can select only part of the target trends with the most salient or interesting pattern, or scale or shift the scalar range of the target trends.

6.2 Performance

The performance of SUBDTW and trend sequence clustering depends on several factors. While both depend on the numbers of target trends, data points and the time steps, the time complexity of SUBDTW is also affected by the length of the target trends. Therefore, the computation of SUBDTW is quadratic to the number of time steps and thus also affected by the length of the target trends. The mean time series of all groups are then listed on the screen, where the user can browse and select the time series with interesting patterns as the target trends. To reduce the computational cost, we used the Euclidean distance metric for the K-mean clustering process. We also display a larger number of clusters, for example 30, in order to capture as many salient patterns as possible. Even though these may exist redundance in the extracted patterns since the Euclidean distance metric does not consider the time shift of patterns, the user can pick any one of the redundant patterns as the target trends. Alternatively, another user interface that we provide is to let the user pick a spatial point on the screen using mouse pointer. The time series associated with this spatial point can be then added to the set of target trends.

Once the target trends have been specified, the user can perform some further adjustment. For instance, the user can select only part of the target trends with the most salient or interesting pattern, or scale or shift the scalar range of the target trends.

7 Case Studies

7.1 Hurricane

Our first case study uses the data set Isabel, the benchmark for IEEE 2004 Visualization Design Contest. This data set was generated from National Center for Atmospheric Research (NCAR) to simulate Hurricane Isabel, an intense tropical weather system that occurred in September, 2003, over the west Atlantic region. To reduce the storage requirement, a downsamples version of the data at a resolution of 250 × 250 × 30 voxels per time step was used to run out tests. The variables used in our case study are the wind magnitude, pressure, and temperature. Since we were more interested in the variables’ temporal trends during the simulation other than their absolute values, we aligned the time series by subtracting the value of its first time step from each time series.

One important property of a hurricane is the path and structure of the hurricane eye. The hurricane eye can influence the wind magnitude and pressure. The wind magnitude will increase before the arrival of the hurricane eye, but will quickly drop when the hurricane eye enters the region. Then, the magnitude will start to increase back to the original level and then decrease as the hurricane eye moves away. Similarly, when the hurricane eye enters a region, the pressure will quickly drop, and then will return to its normal level as the hurricane eye leaves. The time series for the wind magnitude and pressure over time around the hurricane eye, hereafter denoted as time series M and DP, are used as target trends, shown as the thicker line segments in Figure 1 (a) and (b), respectively. Meanwhile, to know when and where the temperature increases to the highest scale in the hurricane, we use a function plotted as a thick line segments in Figure 1 (c) as the target time series, denoted as DTC.

In our analysis, we first compared the three target trends with the time steps in the data set using SUBDTW. The distance threshold for each trend was empirically set to 0.2 multiplied by the maximal distances from all the data points to the trend. Then, we clustered the trend sequences from those points that exhibit at least one trend. Only the non-empty trend sequences whose occurrences exceed 1% of the total trend sequences were retained. The five salient trend sequences and the time intervals for the states in the sequences are shown in Fig.
In our case study, one query we had was to verify whether trends $M$ and $DP$ simultaneously occur, and whether they are related to the increase of temperature. From Figures 9 (a) and (b), it can be seen that the trends $M$ and $DP$ do not always occur simultaneously in the region that contains the hurricane eye since there is no overlap of red and green in both trend sequences. Figure 9 (c) indicates that the temperature can increase in regions that do not contain the hurricane eye. Figures 9 (d) and (e) show the trend sequences that contain more than two coexisting trends, all of which include trend $M$.

Another query in our study was to explore the regions where trend $DP$ occurs. We selected the trend sequences in Figures 9 (b) and (e), and designed a transfer function with two entries, as shown in Figure 10 (a) and (b) to visualize its spatial distribution. The color for the trend sequence in Figure 9 (b) was assigned as cyan, as shown in Figure 10 (a). We specified another transfer function entry as shown in Figure 10 (b), which assigns the trend sequence in Figure 9 (e) with colors from red to green. From the volume rendered image shown in Figure 10 (c), the cyan region encloses the path of the hurricane eye, where the color transition in the area indicates the path of the hurricane eye. From Figure 10 (c), we can observe that when the hurricane eye passes through, the pressure in the region surrounding the path will drop and then increase, but only the region on the path of the hurricane eye will see the change of wind magnitude in the same way as in trend $M$, a sudden drop of wind magnitude.

To verify this observation, we sampled these data points that exhibit the two trend sequences. Figures 11 (a) and (b) represent the trend sequences from the trend sequences in Figures 9 (b) and (e), respectively. The rows from top to bottom are the time series for the magnitude, pressure and temperature, respectively, at a data point. In each time series subfigure, a rectangle is drawn to enclose a sub time series sampled from the trend sequences in Figures 9 (b) and (e), respectively. The top parallel coordinates plot indicates the time progression of the states in the trend sequence.

In our second case study, we used the benchmark for IEEE 2008 Visualization Design Contest [23]. The purpose of this data set is to explore the relationship among the curl field, which is related to the turbulence, and the mass abundance of the elements $H_2$ and $H^+$. In the preprocessing stage, we downsampled the data set from its original resolution $\times 248 \times 248$ by 4 to save the space, normalized the range of each time series from its original range to $[0, 1]$ since we are interested in its relative change, and used K-mean clustering to group the time series for each variable to reveal the salient patterns and to specify the target trends. Via K-mean clustering, we found out that the time series in the curl and $H_2$ fields mainly contain peaks, while those in the $H^+$ field looks like a step function. Therefore, we specified the target trends as an impulse function for both curl and $H_2$ fields and a monotonically increasing function for the $H^+$ field. In Figure 12 (a) the target trends from top to bottom are for the curl field, $H^+$, and $H_2$. The scale of the target trends was re-scaled to $[0, 1]$ in order to detect the time step with strongest response to the target trends. We then set the error thresholds for the curl, $H^+$ and $H_2$ to 0.3, 0.1 and 0.2 times their maximal distances, respectively.

From the clustered trend sequences, we found out that while the target trends for $H_2$ tends to lead $H^+$, the target trends of the curl field can happen either later or earlier than the other two target trends, as shown in Figures 12 (b) and (c). By assigning green and red colors to the cases in Figures 12 (b) and (c), respectively, we can visualize the spatial distribution of both cases, as shown in Figure 12 (d). The volume rendered image provides a visual cue for the scientist to further compare the difference between the two regions.

It is noteworthy that several peaks are detected in the curl field in the top plot in Figure 12 (b), which are drawn as bounding boxes. This also demonstrates that SUBDTW can detect repeating patterns.

### 8 Limitations

In this section we discuss the limitations of our method and present possible future research directions.

First, the speed of SUBDTW is quadratic to the number of time steps and hence is the performance bottleneck in our system. Based on a GPU-based DTW implementation proposed in our previous work [15], which can speed up the DTW computation by as much as 40 times compared to using CPUs, a future work of ours will be to accelerate SUBDTW computation using GPUs.

Since DTW and SUBDTW are not scale-invariant, given a target trend, a sub time series with a similar pattern but at a different scale may not always be detectable except in the following two cases. Given two similar time series $f$ and $g$, the first case is when the ratio between each element of the two series $f[i]/g[i]$ is constant. The other case is when there exists a constant offset $f[i] - g[i]$ between them. While different heuristics can be applied, solution to this limitation will be data- or application-dependent. For instance, in our first case study,

---

**Fig. 11.** Two sets of sampled time series. (a) and (b) are sampled from the trend sequences in Figure 9 (b) and (e), respectively.

**Fig. 12.** Case study for the Ionization Front Instability. (a): the target trends. (b): the case where the two elements $H^+$ and $H_2$ lead the target trend for the curl field. (c): the case where the target trend for the curl field leads the two elements. The bounding boxes in (b) and (c) represent the detected trends. (d): the volume rendered image, generated by assigning the cases in (b) and (c) as red and green colors, respectively.
since our goal was to understand the path of the hurricane eye, we browsed the data points along the path of the hurricane eye in order to decide the appropriate scale to specify the target trends for the pressure and wind magnitude. Another example is our second case study, where we were interested in the relative change. We normalized the range of all time series to $[0, 1]$, and specified the scale of the target trends to the same range.

Another limitation is the identification of important trend sequences. Currently, although the users can quickly identify the trend sequences that have common prefixes, they could be also interested in trend states not always from a common prefix. One future work to overcome this limitation is to support user queries represented as regular expressions, and have the system find all the sequences that satisfy the expressions. An example of using regular expressions for visualization is in [8].

Finally, constructing meaningful trend sequences depends on the distance thresholds, which are specified by the user. While our current system can quickly generate a new set of trend sequences since the clustering algorithm is efficient, the tuning of the thresholds can be still non-intuitive. In the future, we will consider other information such as the histogram of the distances of all identified trends to assist the specification of the thresholds. We will also investigate more accurate and robust filtering schemes to select salient data points. One direction is to use spatial coherence since the distances between neighboring data points should be small. For data points that have slightly larger distances than the thresholds, if their neighbors contain the target trends, these data points might contain the target trends as well and should be included.

9 Conclusion

We propose a novel method to visualize and explore multivariate time-varying data sets. Our main focus is to understand the temporal relationships among the variables. Based on a new distance metric SUB-DTW, we can estimate when and where a user-specified trend occurs in space and time. The extracted trends are modeled as trend sequences to highlight the correlations among different variables. Several visualization interfaces are proposed for the user to explore important trend sequences and visualize their spatial and temporal distributions. We tested our algorithm using scientific data sets and presented our findings to demonstrate the utility of our method.
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