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Abstract
Shared-memory parallel programs have many possible behaviors due to the many ways in which conflicting memory accesses can interleave. This plethora of behaviors complicates programmers’ understanding of software, makes it more difficult to test and verify software, and leads to atomicity and sequential consistency (SC) violations. As prior work argues, providing region serializability (RS) makes software more reliable and simplifies programming and debugging. However, existing approaches that provide RS have serious limitations such as relying on custom hardware support or adding high overhead.

This paper introduces an approach called EnfoRSer that enforces RS of statically bounded regions. EnfoRSer is a hybrid static–dynamic analysis that performs static compiler analysis to transform regions, and dynamic analysis to detect and resolve conflicts at run time. We design, implement, and evaluate three distinct approaches for making regions execute atomically: (i) a static analysis and compiler pass that partition programs into regions and transform and instrument each region so that (ii) a runtime system can guarantee that regions execute atomically. The key to EnfoRSer’s operation is the interaction between the static transformations and the runtime system’s dynamic execution.

EnfoRSer: Efficient RS of Statically Bounded Regions
This paper presents EnfoRSer, an approach for enforcing RS of statically bounded regions in commodity systems. The key idea of EnfoRSer is to statically divide a program into regions and then, at run time, perturb execution so that regions execute atomically. EnfoRSer enforces RS through a hybrid static–dynamic analysis: (i) a static analysis and compiler pass that partition programs into regions and transform and instrument each region so that (ii) a runtime system can guarantee that regions execute atomically. The key to EnfoRSer’s operation is the interaction between the static transformations and the runtime system’s dynamic execution.

1. Introduction
Parallel shared-memory programs have many possible behaviors due to the many ways in which threads’ memory operations can interleave and be reordered by compilers and hardware. Current languages and systems make strong semantic guarantees for well-synchronized, or data-race-free (DRF), executions. However, an execution with a data race can lead to unexpected, erroneous behaviors and complicate static and dynamic analyses that check or enforce concurrency correctness. Researchers have proposed stronger memory models such as sequential consistency (SC) [25], which constrains compiler and hardware reordering, yet still leaves many possible inter-leavings for programmers and analyses to reason about.

A stronger memory model that constrains inter-leavings and matches programmer expectations is region serializability (RS), in which execution appears equivalent to some serialization of synchronization-free regions [38]. Recent work by Ouyang et al. shows how to provide RS of synchronization-free regions in commodity systems by slowing programs by more than 2X [38].

This paper focuses on providing RS of statically bounded regions, a memory model in which regions are bounded by synchronization, method calls, and loop back edges. We argue that RS of statically bounded regions provides many of the same benefits as RS of full synchronization-free regions, while demonstrating that bounded regions offer opportunities for efficient runtime support. Programmers already expect statically bounded regions to execute atomically. RS of statically bounded regions prevents errors, such as some atomicity violations and all sequential consistency (SC) violations. Testing, model checking, and verification tools can check fewer paths if they can assume regions serialize (e.g., [35]). Runtime support such as multithreaded record & replay, deterministic execution, and dynamic bug detectors can be both sound and fast under RS (e.g., [27, 37]).

EnfoRSer adds 59, 47, and 40% overhead on average for the mutual exclusion, idempotent, and speculation approaches, respectively—without relying on custom hardware or whole-program analysis. This result compares favorably to the alternate approach for providing RS on commodity hardware, which slows programs by more than 100% (unless extra cores are available for speculative execution) [38]. These results show that RS of statically bounded regions can have reasonable overhead even in commodity systems, meaning that it is a feasible always-on memory model that can improve software reliability today, and perhaps supported more efficiently by future hardware systems.

2. Motivation
A shared-memory execution is data race free (DRF) if all conflicting access pairs (i.e., accesses to the same variable where at least one is a write) are well synchronized—meaning they are ordered by the happens-before relation, a partial order that is the union of program and synchronization order [24].

The DRF0 memory model. Modern languages use the DRF0 memory model or a variant of it [2, 8, 32]. The DRF0 model pro-
provides strong guarantees for a DRF execution: it provides serializ-
ablety of synchronization-free regions, i.e., synchronization-free regions execute atomically. However, the DRF0 memory model and its variants provide weak guarantees for racy executions. C++ provides essentially no guarantees, while Java preserves memory and type safety but allows programmers to interleaving and synchronizing synchronization-free regions [8, 32]. Eliminating data races effectively and efficiently is a challenging, unsolved problem [e.g., [10, 17, 36]). Moreover, developers often avoid synchronization in pursuit of performance, deliberately introducing races that complicate reasoning about behavior. Recently, Adve, Boehm, and Ceze et al. have argued that languages and hardware must provide stronger memory models to avoid impossibly complex semantics [1, 7, 12].

**Sequential consistency.** An appealing alternative to DRF0 is one that provides stronger semantics for racy executions. Sequential consistency (SC) is a memory model in which operations appear to interleave in an order respecting program order [25]. SC is not a particularly strong model. It is still difficult and unnatural for programmers to reason about all interleavings, and for static and dynamic analyses to deal with all interleavings. And still, providing end-to-end SC slows programs nontrivially (e.g., [28, 34, 41, 44])—making it doubtful whether the tradeoff is worthwhile.

**Region serializability.** A stronger model is region serializability (RS), in which code regions appear to execute atomically regardless of whether there are data races. Recent work by Ouyang et al. provides RS of synchronization-free regions—regions bounded only by synchronization as well as system calls since the approach is based on speculation [38]. However, the approach slows programs by more than two times on average (without additional available cores for speculative execution).

This paper proposes a memory model that provides RS of statically bounded regions. Statically bounded regions are demarcated at loop and method boundaries as well as synchronization, providing bounded execution and also enabling powerful static compiler transformations. We argue that RS of statically bounded regions provides many of the same benefits as RS of full synchronization-free regions, and we show that it may be more feasible to enforce, particularly in commodity systems.

Programmers already assume RS at least to some extent, even though DRF0 does not guarantee this property. Our proposed memory model, RS of statically bounded regions, provides atomicity of regions demarcated at well-defined points: synchronization operations, calls, and loop back edges. These points are identifiable at the source code level, so an IDE can show programmers which regions will execute atomically during development, helping programmers see, for example, that adding a method call will break an atomic region into two regions. Although it may seem counterintuitive for programmers to have to reason about atomicity bounded at various program points, we note that RS of full synchronization-free regions presents a similar challenge: a method call splits a region only if the call tree performs synchronization, which is difficult to know at compile time, especially with virtual method dispatch and dynamic class loading. Moreover, it is not clear that providing larger regions aids programmability; regions that span multiple methods require programmers to reason about complex interprocedural behavior, so most programmers are unlikely to benefit from larger regions. Providing RS of full synchronization-free regions may also be unrealistically complex for custom hardware; much proposed hardware support has enforced atomicity of bounded-length regions [3, 31, 33, 42].

RS of statically bounded regions makes software automatically more reliable than under the DRF0 model. In addition to providing SC and thus allowing interleaving and regions in conflicting synchronizations, RS of statically bounded regions provides atomicity of its regions, tolerating any atomicity violations that involve statically bounded regions, e.g., common patterns such as improperly synchronized read–modify–write accesses and accesses to multiple variables. As a simple example, an increment $x++ = 5$ that programmers may already expect to be atomic, will execute atomically under RS of statically bounded regions. Similarly, buffer[pos+1] = value accesses two shared variables buffer and pos, and will execute atomically. We note that code expansion optimizations such as method inlining and loop unrolling increase the size of statically bounded regions beyond those anticipated at the source-code level, eliminating more atomicity violations and increasing the scope of possible compiler reordering optimizations. Since code expansion makes regions strictly larger than they appear to be at the source-code level, any assumptions programmers make about the atomicity of source-code-level regions still apply.

Furthermore, the job of various static and dynamic analyses can be simplified by assuming RS of statically bounded regions. Current analyses either assume DRF and (unsoundly) ignore the effects of possible data races, or they consider the effects but incur increased complexity. The model checker CHESS must consider many more possible executions because of the effects of data races [11, 35]. Static dataflow analysis must consider racy interleavings to be fully sound [14]. Various kinds of runtime support either assume DRF unsoundly or add substantial overhead in order to handle data races soundly. The primary performance challenge of software-based multithread record & replay is dealing with the possibility of data races [45]: RecPlay assumes data race freedom unsoundly to reduce costs [40]; Chimera shows that handling data races leads to prohibitively high overhead [27]; other approaches sidestep this problem but incur other disadvantages (e.g., [45]). Kendo unsoundly provides deterministic execution only for race-free programs [37], while CoreDet incurs higher overhead to deal with data races [5]. Dynamic bug detectors must add their own synchronization to deal with the possibility of data races [17, 18].

If RS of statically bounded regions were the default memory model, rather than DRF0, programmers and analyses could assume it, simplifying their jobs. We focus on showing that providing RS of statically bounded regions can have reasonable overhead in commodity systems, making it feasible today for improving software quality and programmer productivity. Future languages and hardware can provide more efficient support for RS of statically bounded regions if there is demand for it.

3. **Background: Lightweight Read/Write Locks**

This paper presents an approach in which threads gain exclusive or read-shared access to all objects1 accessed in a statically bounded region. If there is demand for it. At runtime, each object has a “locality state” that tracks which threads may read or write the object. If so, the access may proceed; otherwise, the thread must change the object’s (i.e., acquire the “lock”) before the access can proceed. Octet supports mutual exclusion but otherwise allows interleaving, and regions in conflicting synchronizations. Octet prevents race conditions but incurring other disadvantages (e.g., [45]). Kendo unsoundly provides deterministic execution only for race-free programs [37], while CoreDet incurs higher overhead to deal with data races [5]. Dynamic bug detectors must add their own synchronization to deal with the possibility of data races [17, 18].

**3. Background: Lightweight Read/Write Locks**

This paper presents an approach in which threads gain exclusive or read-shared access to all objects1 accessed in a statically bounded region. If there is demand for it. At runtime, each object has a “locality state” that tracks which threads may read or write the object. If so, the access may proceed; otherwise, the thread must change the object’s (i.e., acquire the “lock”) before the access can proceed. Octet supports mutual exclusion but otherwise allows interleaving, and regions in conflicting synchronizations. Octet prevents race conditions but incurring other disadvantages (e.g., [45]). Kendo unsoundly provides deterministic execution only for race-free programs [37], while CoreDet incurs higher overhead to deal with data races [5]. Dynamic bug detectors must add their own synchronization to deal with the possibility of data races [17, 18].

**3. Background: Lightweight Read/Write Locks**

This paper presents an approach in which threads gain exclusive or read-shared access to all objects1 accessed in a statically bounded region. If there is demand for it. At runtime, each object has a “locality state” that tracks which threads may read or write the object. If so, the access may proceed; otherwise, the thread must change the object’s (i.e., acquire the “lock”) before the access can proceed. Octet supports mutual exclusion but otherwise allows interleaving, and regions in conflicting synchronizations. Octet prevents race conditions but incurring other disadvantages (e.g., [45]). Kendo unsoundly provides deterministic execution only for race-free programs [37], while CoreDet incurs higher overhead to deal with data races [5]. Dynamic bug detectors must add their own synchronization to deal with the possibility of data races [17, 18].

1 This paper uses the term “object” to refer to any unit of shared memory.

2 A read (or write) barrier is instrumentation before every read (write) [46].
The following pseudocode shows the barriers that the compiler inserts before every program write:

```java
if (obj.state != WrEx) {
    writeSlowPath(obj); /* change obj.state */
}
obj.f = ...; // program write
```

and before every program read:

```java
if (obj.state != WrEx & & obj.state != RdEx) {
    readSlowPath(obj); /* change obj.state */
}
load_fence;
...
... = obj.f; // program read
```

In the fast path, each barrier checks whether a thread already has exclusive or read-shared access to the object, based on the object’s state. If so, the access may proceed. Otherwise, the barrier executes its slow path, which changes the object state. Table 1 shows each possible type of state change. The first three rows (Same state) correspond to the fast path and require no synchronization. The last four rows (Conflicting) indicate a conflicting access. Before allowing the access to proceed, the barrier must ensure that other thread(s) that currently have unsynchronized access to the object do not continue accessing it. The barrier initiates a coordination protocol with these other threads to ensure that they stop accessing the object. Upgrading transitions are not conflicting, so they require synchronization but not the coordination protocol.

**Conflicting transitions and the coordination protocol.** A thread that wants to perform a conflicting access is called the requesting thread (reqT). The requesting thread performs a coordination protocol with the responding thread (respT). For RdSh→WrEx→reqT transitions, every other thread is a responding thread, so reqT performs the coordination protocol with every other thread. Here we describe a WrEx→reqT→RdEx transition.

Suppose an object o is in the WrEx→reqT state, and reqT executes a read barrier before reading o. reqT’s barrier executes the slow path, which triggers a conflicting transition to RdEx→reqT. reqT first changes o’s state to an intermediate state RdEx→reqT that indicates reqT is in the process of completing a state change to RdEx→reqT and simplifies the protocol by ensuring that only one thread at a time attempts to change o’s state. reqT then establishes a roundtrip happens-before relationship with a safe point on reqT. A safe point is a program point that is definitely not between a barrier and the access it guards. This happens-before relationship ensures that respT “sees” that o is not in the WrEx→reqT state, triggering the slow path if respT tries to access o again. reqT and respT coordinate explicitly if respT is executing normally; reqT sends a request to respT, and respT reaches a safe point and responds (e.g., using per-thread flags and memory fences to establish happens-before relationships). If respT is blocked at a safe point (e.g., waiting to acquire a lock or perform I/O), the threads communicate implicitly: reqT synchronizes on respT’s blocking flag.

In the explicit protocol, while reqT waits for response(s), it sets its execution state as blocked. This behavior allows other requesting threads to perform the implicit protocol with reqT acting as a responding thread. This behavior is important for ensuring progress, as otherwise reqT would be unresponsive to requests from other requesting threads, potentially resulting in deadlock (e.g., suppose two threads try to request objects from each other at the same time). Since reqT allows other requesting threads to perform implicit coordination with it while it performs its own conflicting transition on o, reqT may “lose” exclusive or read-shared access to objects other than o during the protocol. This behavior has implications for EnfoRSer’s approach, which needs simultaneous access to multiple objects while executing regions.

### 4. EnfoRSer: Hybrid Static–Dynamic Analysis

This section describes EnfoRSer, a hybrid static–dynamic analysis that transforms programs to enforce region atomicity at run time.

#### 4.1 Overview

To enforce atomicity of statically bounded regions, EnfoRSer’s compiler pass partitions the program into regions bounded by synchronization operations, method calls, and loop back edges. Dynamic analysis then enforces atomicity of regions. A naïve approach for enforcing atomicity is as follows. First, associate a “lock” with each potentially shared object (e.g., by adding a header word to each object that tracks the ownership state of the object). Then instrument the region to ensure that a thread holds a lock on each object it accesses before performing its access, and only releases its locks at the end of the region. As this approach implements two-phase locking, it is clear that the execution of regions will be equivalent to a serialized execution of regions.

There are two main problems with this naïve approach. First, the overhead of acquiring locks, which involves atomic operations such as compare-and-swap, on each object access is prohibitive. To reduce this overhead, we use Octet to manage access to objects. By placing an Octet read or write barrier before each access to a potentially-shared object, a region can essentially acquire a lock on an object prior to accessing it. Since Octet only requires expensive synchronization when there may be cross-thread dependencies, most object accesses—even accesses to shared objects—can be performed inexpensively without synchronization.

Second, because threads can access objects in arbitrary orders, and locks cannot be released until the end of a region, it seems that regions that acquire multiple locks can deadlock. Interestingly, using Octet barriers as locks cannot result in deadlock: whenever a thread attempts to acquire a lock on an object (by entering an Octet slow path), it may release access to any other object, preventing deadlock. However, this feature merely shifts the problem: if a thread releases a lock on an object accessed during its current region, it loses region atomicity!

To avoid this issue, EnfoRSer’s compiler pass transforms regions so that if a thread releases access to an object (we call this a “conflict” since region conflicts always cause one of the threads involved to lose access to an object), it retries the region, and reacquires the necessary locks. The key challenge, then, is to ensure the region can be safely restarted without losing atomicity. We investigate three atomicity transformations to address this problem:

1. **The mutual exclusion transformation** hoists Octet barriers into a region “header.” If the executing header acquires all locks without conflicts, it executes the rest of the region atomically. If there are conflicts, the header safely restarts since it performs no stores. The challenge of the transformation is determining which locks a region will acquire.

2. **The idempotent transformation** modifies the region to defer stores until all locks have been acquired. If there are conflicts acquiring locks, the region can be safely restarted since it ex-
cutes idempotently up to that point. The challenge is generating correct code for deferring stores in the face of object aliasing and conditional statements.

3. The speculation transformation modifies the region to perform stores speculatively as it executes. The transformed region backs up the original value of stored-to memory locations. On a conflict, the modified region uses the backed-up values to re-store memory to its original state, and restarts the region. The challenges are maintaining the backup variables efficiently and restoring them correctly on retry.

Putting it all together. EnfoRSer’s compiler pipeline operates as shown in Figure 1. First, it demarcates a program into regions, and any optimizing passes in the compiler are performed, modified to operate within region boundaries. Next, the compiler inserts Octet barriers before object accesses. The compiler then transforms regions using one of the three atomicity transformations. Finally, any remaining compiler optimizations are performed. At run time, a thread executes each region, and if it detects a conflict, it restarts the region safely, preserving atomicity. The atomicity of regions guarantees equivalence to some serialized execution of regions. Section 4.2 describes EnfoRSer’s initial instrumentation pass, which demarcates regions and inserts Octet instrumentation. Section 4.3 presents the intermediate representation used by the atomicity transformations. Sections 4.4, 4.5, and 4.6 describe the three atomicity transformations.

4.2 Initial Transformations
This section describes EnfoRSer’s initial transformations: splitting a program into regions and inserting Octet instrumentation.

4.2.1 Region Demarcation
The first step in EnfoRSer’s compiler pass is to divide the program into regions; later steps ensure that these regions execute atomically. The following program points are region boundary points: synchronization operations, method calls, and loop back edges.

An EnfoRSer region is a maximal set of instructions such that (1) for each instruction i, all (transitive) successors of i are in the region provided that the successors are reachable without traversing a region boundary point; and (2) there exists a “start” instruction s such that each instruction i in the region is reachable from s by only traversing edges in the region. Note that an instruction can be in multiple regions statically. Appendix A presents an algorithm for demarcating regions.

Reordering within and across regions. To ensure region atomicity, the compiler cannot be permitted to reorder instructions across region boundary points. Similar to DRFx’s soft fences [42], EnfoRSer prohibits inter-region optimizations, by modifying optimization passes that may reorder memory accesses to ensure they do not reorder across boundary points.

4.2.2 Inserting Octet’s Lightweight Locks
For all three atomicity transformations, the first step is instrumenting program loads and stores with Octet barriers. Figure 2 shows an example of a region instrumented with Octet barriers. The remainder of this section uses this region as a running example.

EnfoRSer avoids inserting barriers that would be “redundant” because a barrier executing earlier in the region definitely protects the same object. A read barrier is redundant if preceded by a read or write barrier; a write barrier is redundant if preceded by a write barrier. While Octet’s default analysis must conservatively assume that any Octet barrier accessing p could execute a slow path and “lose” its access to any object other than p [9], EnfoRSer regions always retry the region in that case, so EnfoRSer uses a more aggressive analysis, limited only by region boundaries.

4.3 The Region Dependence Graph
EnfoRSer’s atomicity transformations process each region separately. For each region, they construct a region dependence graph (RDG), based on Ferrante et al.’s program dependence graph [16], which captures both data and control dependences in a region. Since regions end at loop back edges, they are acyclic, so the RDG does not need consider loop-carried dependences. The RDG also need not track output (write–write) or anti (read–write) dependences.

EnfoRSer’s RDG construction algorithm uses a reaching-definitions analysis to compute intraprocedural data dependences in a region. The RDG handles Octet barriers by treating the object reference passed to the barrier as a use of that object. Note that because EnfoRSer performs its analyses at the region level, aliasing relationships that arise due to operations outside the region cannot be inferred. Hence, the construction algorithm adopts a conservative, type-based approach, and assumes that a load from field f of object o can have a dependence with any earlier store to the same field f of object p, since p and o could potentially alias. It also conservatively assumes that loads from arrays may have dependences from stores to type-compatible arrays. The construction algorithm uses the data dependences computed by the reaching-definitions analysis, as well as control dependences computed by a standard post-dominance analysis, to construct the final RDG.

Figure 3 illustrates the RDG for the Octet-instrumented region from Figure 2. The dotted lines depict the store–load dependences (which arise between object fields, or between array locations) and def–use dependences (which arise between local variables and references). Note that the construction algorithm’s aliasing assumptions lead to a store–load dependence between s.f = i and q = o.f, as it assumes that s and o may be aliased. The Entry node is the root of the RDG and has control dependence edges marked as T.
Slicing in the RDG. Each atomicity transformation must identify which parts of the region are relevant for its transformations. They perform static program slicing of the RDG (based on static program slicing of the program dependence graph [23]) to identify relevant instructions. A backward slice rooted at an instruction i includes all instructions on which i is transitively dependent. Dependences include both data (store–load and def–use) and control dependences. A slice rooted at a set of instructions is simply the union of the slices of each instruction.

4.4 Enforcing Mutual Exclusion of Conflicting Regions

The first atomicity transformation supported by EnfoRSer enforces mutual exclusion of potentially conflicting regions. Each transformed region acquires all of its “locks” (i.e., executes all of its Octet barriers) at the beginning of the region—we call this part of the region the region’s header—prior to performing any instructions with side effects (program stores), allowing restarting of the header in case atomicity might have been lost. When the rest of the region executes, all needed locks will be held, ensuring atomicity as in two-phase locking.

At a high level, constructing the region’s header involves (i) computing a program slice that is the union of backward slices from every Octet barrier in a region; (ii) generating code from the slice so it can correctly and safely execute the necessary Octet barriers without side effects (i.e., without stores); and (iii) generating code to retry the header if an Octet barrier fails its fast-path check and takes a slow path. The primary challenge is the second step, generating code for the region header, which we explain next. Figure 4 shows the header generated for the code in Figure 2.

4.4.1 Generating the Region’s Header

The algorithm begins by computing a backward slice on the RDG from all Octet barriers in the region. Figure 5 shows the slice on the RDG from Figure 3 rooted at Octet barriers. Executing the instructions in this slice will perform exactly the operations needed to acquire all of the locks in the region (i.e., execute all of the barriers). If the slice contains no side effects (no stores), then code generation is straightforward: the algorithm generates code from the slice and adds code to retry the header from the start after any Octet barrier’s slow path executes (since an object previously acquired by the region may have been lost).

This simple approach is complicated by the fact that the header slice often does contain stores. In particular, the object that is the target of an Octet barrier may be determined by a load, which in turn may be dependent on a store. Consider BB6’s read barrier rb(q) in Figure 2. The object q may have been loaded from o.f in BB5, which may, in turn, have been stored to in BB1 when executing s.f = i. As a result, s.f = i appears in the slice of Figure 5. Executing the store as part of the region’s header would violate the requirement that headers be side-effect free.

To avoid this issue, the header generation algorithm replaces all stores in the header with assignments to new local variables. The key is ensuring that any loads that may be dependent on the rewritten store correctly get their values from that local variable, if necessary. Two factors preclude simply rewriting loads to read from the newly-created local variable: (i) the uncertainty of aliasing means that the store may not affect the load (e.g., the load of o.f is dependent on the store to s.f only if o and s are aliased); and (ii) if a store executes conditionally, the load should not get its value from a local variable, but rather must load from the original object. We address these cases in turn.

Store–load aliasing. The RDG in Figure 5 includes a store–load edge from s.f = i to q = o.f because RDG construction conser-
vatively assumes all type-compatible accesses might alias. As described above, header generation substitutes a definition of a new temporary variable, \(i' = i\) in place of the store \(s.f = i\), as shown in BB1 of Figure 4. If \(s\) and \(o\) alias, then \(q = o.f\); otherwise \(q = o.f\) should execute normally. For each load, the algorithm emits a series of alias checks to disambiguate between the scenarios (one for each potentially aliased store that may reach the load). The algorithm first emits the original load. Then, for each store on which the load is dependent, the algorithm generates an assignment from the corresponding local variable, guarded by an alias check. By performing these checks in program order, the load will ultimately produce the correct value, even if multiple aliasing tests pass. A similar situation can arise with loads and stores of array elements. In this case, the aliasing checks must not only make sure that the array objects are the same, but also that the index expressions evaluate to the same value.

Although this approach may generate substantial code per load, in practice later compiler passes can simplify it significantly. For example, if the compiler can prove two object references definitely do or do not alias, constant propagation and dead code elimination can be restarted if a barrier detects a possible region conflict. While the mutual exclusion transformation essentially "hoists barriers up" into a region header, the idempotent transformation "pushes stores down" to the end of the region.

4.5.1 Initial Transformations

We first describe transformations performed before the idempotent transformation. These transformations are also performed before the speculation approach (Section 4.6).

Statically unique regions. In the idempotent approach, a barrier handles potential conflicts by returning control to the top of the region. However, if the barrier statically appears in multiple regions, the appropriate region start point to return to cannot be determined at compile time. In Figure 6(a), any instructions in BB4 before the boundary point (\(<BP3>\)) are part of two regions. The idempotent (and speculation) transformations first transform a method by duplicating instructions and control flow as necessary, so that every static instruction is in its own region (note that boundary points are not considered part of any region). First, a simple data flow analysis determines which boundary point(s) each instruction (i.e., which region(s) each instruction resides in). Second, in topological order starting at the method entry, the duplication algorithm replicates each instruction that appears in \(k > 1\) regions \(k - 1\) times, and retargets each of the original instruction’s predecessors to the appropriate replicated instruction. Figure 6(b) shows the result of this transformation, which has split instructions above BB4’s boundary point into two separate basic blocks, BB4’ and BB4”.

We note that duplicating a region does not include duplicating any region boundary points that terminate the region, so the number of region boundary points remains fixed, and duplication cannot result in an exponential blowup in code size.

Backing up local variables. Although the idempotent transformation defers stores, the region can also have side effects by modifying local variables, which may be used in the same or a later region. For each region, the idempotent (and speculation) transformations identify such local variables and insert code to (1) back up their values in new local variables at region start and (2) restore their values on region retry.

4.5.2 Idempotent Transformations

To defer program stores, the transformation replaces each static store with a definition of a new local variable. The two main challenges are (1) modifying loads that might alias with stores so that they read the correct value, and (2) generating code at the end of the region that performs the set of stores that actually executed.

Loads aliased with deferred stores. Any load that aliases a deferred store needs to read from the local variable that backs up the stored value, rather than from the deferred store’s memory location. Handling these loads is exactly the same problem as dealing with
store–load dependences in the mutual exclusion approach, and the transformation uses the same code generation strategy.

Deferred stores. It is nontrivial to generate code at the end of the region to perform the region’s stores because the code should execute only the stores that actually would have executed. The transformation generates code at each region exit based on a slice of the region’s stores from the RDG. The transformation generates each deferred store using its mapping from static stores to local variables. To ensure a deferred store only executes if it would have in the original region, the slice includes all condition variables on which stores are control dependent; these conditions are re-checked before performing any deferred store.

The transformation backs up any variable used in a conditional expression that may be overwritten during the region; these backups are used in the conditionals guarding deferred stores, ensuring that the conditionals resolve exactly as they did in the original region. Similarly, any store to an object field or array in the original region is dependent on the base address of the object or array. If these base addresses may change during execution, the transformation backs them up at the point of the original store and uses the backups when executing the deferred stores.

Retrying the region. The transformation inserts code after each Octet slow path that (1) restores backed-up local variables and (2) redirects control flow to the start of the region.

Example. Figure 7 shows the region from Figure 2 after the idempotent transformation. The transformed region defers the stores in BB1 and BB3 by writing to new local variables i' and j'. BB4–BB6 handle a load from a potentially store–load dependence: the original load is followed by an assignment from the deferred store’s local variable that is guarded by an alias check. In BB8 and BB9, deferred stores are finally performed using each store’s backup local variable, guarded by conditionals so that only the correct stores execute. After each slow path, the code restores the value of q from q' (not shown) and control returns to the region start (dashed arrow indicates the edge is taken only if the barrier’s slow path executes).

4.6 Enforcing Atomicity with Speculation

EnfoRSer’s third atomicity transformation enables speculative execution. Rather than transforming a region so that all locks are acquired (i.e., all Octet barriers are executed) before any stores are performed (as in the mutual exclusion and idempotent approaches), this transformation leaves the order of operations in the region unchanged, but perform stores speculatively: before a store executes, instrumentation saves the old value of the field (or array element) being updated. If an Octet barrier detects a possible region conflict, the region maintains atomicity by “rolling back” stores the region has performed, using the saved values. The primary challenge is generating code that correctly backs up stored-to variables and rolls back speculative state if a barrier detects a possible region conflict.

Since, like the idempotent transformation, the speculation transformation retries conflicting regions, the transformation first ensures each instruction is in its own region and backs up live-in local variables that might be defined in the region (Section 4.5.1).

Supporting speculative stores. Since regions are acyclic, every static store executes at most once per region execution. Hence, the speculation approach’s transformation can associate each store with its own new local variable. Before each store to a memory location (i.e., field or array element), the transformation inserts a load from the location into the store’s associated local variable.

Generating code to roll back executed stores is complex due to the challenge of determining which stores have executed. The solution depends on the subpath executed through the region. To tackle these problems, the transformation generates an undo block for each region. In reverse topological order, it generates an undo operation for each store s in the region that “undoes” the effects of s using the associated backup variable. To ensure that s is only undone if it executed in the original region, this undo operation executes conditionally. The transformation determines the appropriate conditions by traversing the RDG from the store up through its control ancestors. As in the idempotent approach, conditional variables and object base addresses are backed up if necessary during regular execution. These backups are used during rollback.

For each Octet barrier in the region, control flow is generated to jump to the appropriate location in the undo block if the slow path is taken. For each barrier b, the jump target in the undo block is the first undo operation associated with a store that is a predecessor of b in the region.

Figure 8 shows the result of transforming the region in Figure 2 to support speculative execution. If a barrier’s fast-path check fails, control jumps into the undo block; the figure shows these conditional jumps with dashed lines. The undo block rolls back the stores in reverse topological order, with each store performed if and only if conditionals indicate it executed in the original code. Since the Octet slow path allows other threads to acquire objects that the undo
block will write to, the generated code defers executing the slow path until after the undo block executes (not shown).

5. Implementation

We have implemented EnfoRSer in Jikes RVM 3.1.3, a high-performance Java virtual machine [4] that provides performance competitive with commercial JVMs.4 We build our implementation on top of the publicly available implementation of Octet.5

Modifying the compilers. Jikes RVM uses two just-in-time dynamic compilers that perform method-based compilation, which we modify to enforce RS in both the application and Java library methods. The first time a method executes, the baseline compiler compiles it directly from Java bytecode to machine code. As a method becomes hot, the optimizing compiler recompiles it at successively higher levels of optimization. By design, execution spends most of its time executing optimized code. The optimizing compiler uses an intermediate representation (IR) with three levels: a high-level IR called HIR that resembles bytecode but with virtual registers; a lower-level IR called LIR that resembles medium-level IR using three-address code in traditional compilers; and a machine-specific IR (our implementation targets IA-32). We modify the optimizing compiler so it performs the atomicity transformations after HIR optimizations and before LIR optimizations, allowing some optimizations to occur in the absence of Octet barriers. LIR optimizations occur afterwards, and can help clean up EnfoRSer’s generated code.

Since the baseline compiler does not use an IR, it would be hard to perform atomicity transformations. Instead, our prototype implementation simulates the cost of enforcing atomicity in baseline-compiled code by inserting (1) Octet barriers, (2) instrumentation that logs each store in a memory-based undo log (not in local variables), and (3) instrumentation that resets the undo log pointer at each boundary point. All EnfoRSer configurations use this instrumentation, which is unsound since it does not support rollback. Since rollbacks are infrequent and execution spends a small fraction of time in baseline-compiled code, we expect performance to closely match what a fully sound implementation would achieve.

The compiler performs EnfoRSer’s transformations on application and library code. Since Jikes RVM is written in Java, VM code can get inlined into application and library code. Our prototype implementation cannot correctly handle inline VM code that performs certain low-level operations or that does not have safe points in loops. To execute correctly, we identify and exclude some methods from instrumentation by EnfoRSer; instead, the compiler adds only Octet instrumentation to these methods. We exclude 21 methods across all benchmarks and 10 methods in the Java libraries.

For one benchmark (python9), we prevent the mutual exclusion approach from instrumenting java.util.concurrent.locks.* methods when they get inlined into application code, since we have not completely narrowed down the problem.

Demarcating regions. EnfoRSer demarcates regions at synchronization operations (lock acquire–release, wait–notify, thread fork–join), method calls, and loop back edges. Conveniently, these are essentially the same program points that are GC-safe points in Jikes RVM and other VMs. Safe points cannot be included in our regions anyway since that would violate atomicity. Object allocations are also boundary points in our implementation, since they are safe points. A production implementation could either define regions as being bounded at allocation (non-array allocations include a constructor call in any case), or memory allocation could be speculatively hoisted above regions. Jikes RVM makes each loop header (rather than loop back edge) a safe point, so in our implementation regions are bounded at loop headers. To simplify the implementation, we currently bound regions along special control-flow edges for (1) switch statements and (2) run-time checks for guarded inlining.

Exception-handling edges exit the current region. The next region starts at a catch block in the current method or in some caller method on the stack. For exceptions handled by a catch block in the current method, the exception-handling edge is captured by the RDG. For other exceptions, the region exits early along control flow not captured by the RDG, which can affect correctness for the mutual exclusion and idempotent approaches since they reorder loads and stores. In Appendix B, we discuss but do not implement a deoptimization-based approach to handle these exceptions.

The optimizing compiler performs some optimizations—method inlining and loop unrolling—that may remove safe points that existed in the unoptimized code. As a result, the regions identified by the optimizing compiler may be larger than those that appear at the source-code level. However, these regions are strictly larger than the original regions, so any atomicity expectations the programmer might have based on the source code will still hold.

Preserving RS in the compiler. We prevent the compiler from reordering across boundary points before it performs EnfoRSer’s transformations by identifying optimizations that reorder across boundary points. (Alternatively, we could insert soft fences [33] at boundary points.) Before EnfoRSer’s transformation (i.e., during HIR optimizations), Jikes RVM performs just one optimization that can reorder loads or stores across boundary points: local common subexpression elimination (CSE). We disable reordering of loads and stores across boundary points but find that the performance effect is negligible. In contrast, Marino et al. measure a 5% average slowdown from disallowing cross-region reordering [33]. Our results differ from theirs in two key ways. First, Jikes RVM’s optimizing compiler must already be conservative about performing optimizations across region boundaries since they are also safe points where GC can occur. Second, the Jikes RVM optimizing compiler is not performing optimizations as advanced as the LLVM compiler [26] used in the DRFx work: Jikes RVM’s optimizing compiler is less aggressive since it is a just-in-time compiler, and some of Jikes RVM’s most aggressive optimizations (O3) are disabled in version 3.1.3 since they are not robust.

After EnfoRSer’s transformations, reordering within regions is still permitted—particularly for the mutual exclusion and idempotent approaches since they move barriers or stores. Reordering across boundary points is automatically prevented since Octet barriers contain conditional fences. A compiler can perform speculative optimizations around Octet barriers to reorder only on the fast path but not the (fenced) slow path, with fix-up code on the slow path to preserve RS, similar to prior work’s optimization [34].

6. Evaluation

This section evaluates EnfoRSer’s run-time characteristics and performance.

6.1 Methodology

Benchmarks. The experiments execute our modified Jikes RVM on the multithreaded DaCapo benchmarks [6] versions 2006-10-MR2 and 9.12-bach with the large workload size (excluding benchmarks that Jikes RVM cannot run) and fixed-workload versions of SPECjbb2000 and SPECjbb2005 [6].

Platform. We build a high-performance configuration of Jikes RVM (FastAdaptive) that adaptively optimizes the application as it runs. We use the default high-performance garbage collector and let it adjust its heap size automatically.

Experiments run on an AMD Opteron 6272 system with 4 16-core processors running Linux 2.6.32. Experiments run on only 32 cores (using the Linux taskset command) due to an anomalous result with 64 cores where Octet and EnfoRSer actually outperform the baseline on at least one benchmark. (We find that adding any kind of instrumentation can improve performance, apparently because it damps an oversaturation issue on the NUMA platform.)
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Figure 9 shows the overhead that providing EnfoRSer-based RS adds over unmodified Jikes RVM. Each bar is the median of 10 trials (to minimize effects of machine noise), and the intervals are 95% confidence intervals centered at the mean.

All approaches use Octet, which alone adds 26% overhead on average (not shown). The idempotent and speculation approaches duplicate instructions that are statically in multiple regions, which adds 7% alone (not shown1). The three approaches, mutual exclusion, idempotent, and speculation, add 59%, 47%, and 41% total overhead, respectively. The higher overhead of the mutual exclusion approach is from headers duplicating much of their regions’ logic. The idempotent approach avoids this duplication but still incurs costs to buffer and replay stores correctly and to check for aliasing at loads. Speculation is the best-performing approach since it adds the least complexity, requiring only backing up each store’s old value to a local variable. In a more aggressive compiler, the other approaches might have more of an advantage by enabling more intra-region reordering.

These results show that EnfoRSer enforces RS at a reasonable overhead of 40% (using the speculation approach). To our knowledge, this represents the lowest reported overhead of RS enforcement on commodity systems. The best-performing prior work requires additional cores to be available to avoid adding over 100% overhead [38].

EnfoRSer adds the highest overhead for pjbb2005 (139–148%). This overhead primarily comes from Octet, which alone adds 111% to pjbb2005 due to a relatively high conflicting transition rate. Future work could consider a less-aggressive concurrency control for highly conflicting objects or regions. To measure the cost of retrying regions, we use configurations that (unsoundly) do not retry after slow paths. We find that the cost of retrying is negligible (not shown), which is unsurprising given the low retry rate (Table 2).

The idempotent and speculation approaches are related to software transactional memory (STM) [21, 22]. We evaluate an alternative version of the speculation approach that uses an in-memory buffer for the undo log. We find that this approach adds 61% total overhead (not shown), significantly more than EnfoRSer’s speculation approach. Furthermore, STMs incur additional costs to (1) maintain read/write sets, which EnfoRSer avoids by conservatively assuming all conflicting accesses are regions conflicts—a reasonable tradeoff for short regions—and (2) perform concurrency control, for which EnfoRSer uses Octet.

**Compilation time.** The overheads in Figure 9 naturally include the costs of just-in-time compilation. EnfoRSer slows the optimizing compiler by performing additional analyses and transformations, and by bloating the internal representation (IR) and slowing downstream passes. We have focused on correctness over performance in our prototype implementation’s compiler passes, so we expect that compile-time overhead could be substantially lower with more work. We find that compile time increases over unmodified Jikes RVM by 3.2X, 2.5X, and 2.2X for the mutual exclusion, idempotent, and speculation approaches, respectively. Since dynamic compilation occurs at run time, it can slow overall execution time by competing with the application for execution resources and by causing code to be less optimized overall as part of Jikes RVM’s adaptive compilation strategy. By using a methodology that separates the costs of compilation and application run time [19], we have verified that the effect of EnfoRSer’s compilation overhead is modest (a few percent, relative to baseline execution time).

**Sequential consistency.** While RS of statically bounded regions provides many benefits, one immediate benefit is that an RS execution is also sequentially consistent (SC). As a result, EnfoRSer can be used to provide end-to-end SC, and do so without the whole-program static analysis or custom hardware required by other approaches (Section 7). We compare EnfoRSer to providing end-to-end SC with memory fences, as that is the alternative approach that works on commodity hardware. On IA-32’s total store order (TSO) memory model, end-to-end SC can be achieved with a full mem-
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**Table 2.** Characteristics of executing regions. The first two columns are total dynamic instructions and average dynamic instructions executed per region. The last three columns are the percentage of dynamic regions that retry for each of the three atomicity approaches. The benchmark name suffixes 6 and 9 distinguish the 2006 and 2009 DaCapo benchmarks. pjbb2000(0.5) are fixed-workload versions of SPECjbb2000(0.5).

<table>
<thead>
<tr>
<th>Benchmark</th>
<th>Insts. executed</th>
<th>Insts./region</th>
<th>Dynamic regions retried</th>
<th>% Mut. excl.</th>
<th>% Idemp.</th>
<th>% Spec.</th>
</tr>
</thead>
<tbody>
<tr>
<td>eclipse6</td>
<td>7.3 x 10^10</td>
<td>24</td>
<td>&lt;0.01%&lt;0.01%&lt;0.01%</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>hsip9</td>
<td>5.0 x 10^9</td>
<td>20</td>
<td>0.50%0.50%0.54%</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>lusearch6</td>
<td>5.8 x 10^9</td>
<td>25</td>
<td>&lt;0.01%&lt;0.01%&lt;0.01%</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>xalan6</td>
<td>9.4 x 10^10</td>
<td>24</td>
<td>0.76%0.80%0.84%</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>avror9</td>
<td>3.8 x 10^10</td>
<td>22</td>
<td>0.52%0.52%0.52%</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>pyth9</td>
<td>7.7 x 10^10</td>
<td>23</td>
<td>&lt;0.01%&lt;0.01%&lt;0.01%</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>luindex9</td>
<td>3.6 x 10^9</td>
<td>23</td>
<td>&lt;0.01%&lt;0.01%&lt;0.01%</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>lusearch9</td>
<td>2.4 x 10^9</td>
<td>24</td>
<td>&lt;0.01%&lt;0.01%&lt;0.01%</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>pmd9</td>
<td>1.4 x 10^9</td>
<td>21</td>
<td>0.07%0.06%0.11%</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>sunflow9</td>
<td>4.7 x 10^9</td>
<td>26</td>
<td>&lt;0.01%&lt;0.01%&lt;0.01%</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>xalan9</td>
<td>4.7 x 10^9</td>
<td>25</td>
<td>1.06%1.06%1.06%</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>pjbb2000</td>
<td>2.5 x 10^9</td>
<td>18</td>
<td>1.21%1.21%1.21%</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>pjbb2005</td>
<td>1.6 x 10^10</td>
<td>21</td>
<td>3.00%3.29%3.50%</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

1Although in theory the atomicity approaches should retry identically, we find that some differences across approaches are statistically significant. We believe differences are due to nondeterministic optimized compilation outcomes (since the approaches have different compilation overheads).
ory fence after each store and a soft fence\(^8\) after each load, which we find slows programs by 46% on average. On weaker hardware memory models, end-to-end SC requires a memory fence after each load and store, which slows programs by slowest programs by 206% on average. In contrast, EnfoRSer provides a stronger property, RS, with lower overhead, and EnfoRSer should perform well on weaker hardware memory models.

7. Related Work
Section 2 covered the closest related work on enforcing RS in software. This section covers other approaches.

**Enforcing atomicity.** Prior work introduces custom hardware support to enforce atomicity of regions. Atom-Aid tolerates some atomicity violations [31], while BulkCompiler focuses on providing SC [3]. Their regions do not correspond to well-defined regions at the source code level (which could help programmers and analyses), although they could potentially be made to do so.

**Transactional memory.** Transactional memory (TM) guarantees atomicity of programmer-annotated regions [21, 22], so it could be used to provide RS. Hammond et al. introduce a memory model and associated hardware where all code is in transactions, providing RS [20]. However, efficient software-only TM support remains elusive. Software TM requires read/write sets and memory-based logging—costs that EnfoRSer avoids by using statically bounded regions and conservatively retrying on potential conflicts.

**Checking for region conflicts.** Prior work checks region conflict freedom (RCF) of synchronization-free regions in order to avoid SC violations or detect data races [15, 30, 33, 42]. Regions can be delimited only by synchronization operations [30] or be statically bounded to simplify the hardware [33, 42], or extended somewhat beyond synchronization-free regions [15]. These approaches rely on custom hardware [30, 33, 42] or add significant overhead [15]. Furthermore, checking RCF can generate errors unexpectedly, even for executions for which RS is not violated. In contrast, EnfoRSer enforces RCF and thus RS in commodity systems.

**Sequential consistency.** Providing end-to-end SC requires reordering by both the compiler and hardware. Whole-program static analysis called delay sets detects possible SC violations and introduces memory fences conservatively (e.g., [41, 44]). Delay set analysis fundamentally needs all of the code to perform a whole-program analysis. EnfoRSer is an intraprocedural analysis so it can instrument each method as it is compiled without needing to consider other methods.

Hardware can speculatively reorder loads and stores (e.g., [29, 39]). Compilers can be modified to enforce SC, with additional hardware support providing end-to-end SC [34, 43]. Providing end-to-end SC—a weaker property than RS—seems destined to add nontrivial overhead to restrict compiler and hardware reordering.

**Race detection.** EnfoRSer could avoid detecting conflicts for accesses definitely not involved in data races. However, static race detection requires whole-program analysis that provides limited benefit to dynamic analysis [27], while dynamic data race detection slows programs by several times [17].

8. Conclusions
EnfoRSer leverages hybrid static–dynamic analysis to ensure that statically bounded, synchronization-free regions execute atomically on commodity systems. By providing a reasonably efficient implementation in commodity systems, EnfoRSer can help make RS of statically bounded regions the default memory model, spurring development of new hardware for even faster RS support.
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\(^8\) A soft fence restricts compiler reordering but is a no-op in the final machine code [33].
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<table>
<thead>
<tr>
<th>Algorithm 1 Analysis for demarcating regions</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>input:</strong> startPoints # first instruction of method</td>
</tr>
<tr>
<td><strong>regions</strong> ← {} # set of regions</td>
</tr>
<tr>
<td><strong>while</strong> startPoints ≠ ∅ do</td>
</tr>
<tr>
<td><strong>region</strong> ← {}</td>
</tr>
<tr>
<td><strong>regionInsts</strong> ← startPoints.pop()</td>
</tr>
<tr>
<td><strong>while</strong> regionInsts ≠ ∅ do</td>
</tr>
<tr>
<td>i ← regionInsts.pop()</td>
</tr>
<tr>
<td>if i is a boundary point then</td>
</tr>
<tr>
<td>startPoints ← startPoints ∪ i</td>
</tr>
<tr>
<td>else</td>
</tr>
<tr>
<td>region ← region ∪ i</td>
</tr>
<tr>
<td>regionInsts ← regionInsts ∪ {successors of i}</td>
</tr>
<tr>
<td>end if</td>
</tr>
<tr>
<td>end while</td>
</tr>
<tr>
<td>regions ← regions ∪ region</td>
</tr>
<tr>
<td>end while</td>
</tr>
<tr>
<td>return regions</td>
</tr>
</tbody>
</table>

A. Demarcating Regions
Algorithm 1 presents the algorithm for demarcating regions at boundary points. The compiler transformations for all three approaches each first call this algorithm. The algorithm processes a worklist of region start points called `startPoints`, initialized with the method’s first instruction in the compiler’s intermediate representation (IR). The algorithm keeps adding reachable instructions to the current region until it encounters boundary points, which it processes as region start points. Once all non-boundary points have been added to the region, the region is complete, and the algorithm adds it to the set of regions.

B. Exceptions in Transformed Regions
The implementation demarcates regions at exception-handling edges, i.e., a catch block starts a new region. Exceptions present a problem for the mutual exclusion and idempotent transformations. Transformed regions can throw exceptions (e.g., a null pointer exception trying to load from an object field thrown from a header in the mutual exclusion approach or the region in the idempotent approach). Simply letting execution flow to the catch block is incorrect: in the original code, some stores could have executed before the exception, while in the transformed code, no stores have executed. Exceptions are not a problem for the speculation approach: a thrown exception exits the region, preserving program semantics and region atomicity.

The mutual exclusion and idempotent approaches could handle runtime exceptions by performing just-in-time deoptimization. On an exception thrown from a header, the runtime system would transfer control to a deoptimized version of the method, e.g., a baseline-compiled version. By continuing execution at the same region boundary point, the exception would be thrown correctly, preserving semantics and RS. The idempotent approach would also need to restore backed-up local variables.

Table 3 captures the scope of this problem. It shows how many RuntimeException instances are thrown from EnfoRSer-instrumented application and library methods that are compiled by the optimizing compiler. (Exceptions other than RuntimeException must be thrown with Java’s `throw` keyword, which is a safe point and hence outside of regions.) These exceptions could occur inside of the transformed regions and then possibly violate program semantics. We have not encountered any problems in practice. Overall, the programs throw few (dynamic and distinct) exceptions, so deoptimization would have reasonable performance.
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