Assignment 4: 5243: Intro to Data Mining

The goal in this assignment is to cluster based on the feature vector produced previous assignments.  
i) Explore at least two different metrics of distance or similarity across feature vectors.

ii) Explore at least two different clustering algorithms (from among i) k-means/medoids clustering; ii) hierarchical clustering; and iii) density based clustering).
You will need to report on: 

iii) Scalability of the clustering process (how much time it takes to process and cluster the entire dataset). Compare multiple schemes evaluated in i) and ii) (2X2).  
iv) Quality of the clustering process (with respect to the topic entropy within each cluster; and the skew of the resulting arrangement (variance in number of elements in each cluster etc.). Again compare multiple schemes by varying the parametric settings (e.g. number of clusters or in the case of DBScan the parameters related to epsilon neighborhood and minPts).
You can again choose to implement your version of algorithms or download and use free software from kdnuggets.com.  As always you may learn more if you try to implement at least one by yourself.  Additionally if you use software from somewhere else please specify and provide credit in your report. Your report should describe any further data transformations you may have had to make to work with these software packages. The report should not exceed 5 pages but at the same time should list all underlying assumptions, and explanations for performance obtained is expected.  Use the submit command (lab 4) to submit all source files (README, source, makefile, test files, data, report etc.) as before.


Due date:  Thursday November 5 2015 11:59PM.

As always possible solutions will be discussed in class.
