Assignment 2: 674: Introduction to Data Mining

The goal in this assignment is to build a classifier based on the feature vector produced in assignment 2. You will also play around with methods to select important features. The labels that you will try to predict are the TOPICS labels you were asked to separate out in the previous assignment.  Let us assume you start with a feature vector that comprises or keeps track of 2048 words. What you will need to do is identify and leverage a measure of importance (e.g. TFIDF) to pare down the feature vector size down to say 256 or 512 words and compare and contrast the performance of both schemes on two classification algorithms.

Finally, I would like you to test out at least two independent classifiers on this dataset (K-nearest neighbors, decision trees and Naïve Bayes are possible choices but you may pick others). You can choose to implement your own version of these classifiers or download and use free software from kdnuggets.com or other sites.  My *strong recommendation* is that you implement a k-nn classifier if you choose to implement one.

(Toolkits that others have found useful include Weka and Orange.) Keep in mind that if you use other software you may have to transform your feature vector dataset to match the input specifications. Your report should describe any further data transformations you may have had to make to work with these software packages
To sum up assuming you pick two classifiers (CL-1; CL-2) and you have the original feature vector from the last assignment (FV-1) (see notes below on things you may need to correct)  and a pared down feature vector where you have selected some features (FV-2). You will need to run 4 sets of experiments (each classifier on each type of feature vector – think of it as a 2X2 experiment configuration matrix).  
For each set of experiments (configuration) you will need to report:

i) the overall scalability of the resulting approach (time to build classifier model  -- this is also known as the offline efficiency cost)
ii) time to classify a new tuple  (also known as the online efficiency cost)
iii) the accuracy of the classifiers (we will discuss various strategies for evaluating this including training/testing splits; varying split sizes and cross validation).
Finally you are expected to comment on the benefits (or lack thereof depending on what you find) with the feature selection methodology you adopted.  Examples could include – feature selection helps improve accuracy and efficiency costs or feature selection is ineffective. Back up your observations with graphs/charts.
Notes: Please note that you may need to make the following changes to your preprocessing step from the previous assignment:
a) all words appearing in the topics list should not be a part of the feature vector (e.g. if cocoa is a topic; it cannot be a word you use in the feature vector)

b) you will need to identify an “importance” measure to hopefully identify which features (“words”) are more important than others.  An example of such a measure is TFIDF which we have discussed previously.

The report should list all underlying assumptions, and explanations for performance obtained is expected.  Use the submit command to submit all source files (README, source, makefile, test files, data, report etc.) as before (lab2).  The TA will provide feedback on your report (for assignment 1) prior to your submitting this report – please make sure the feedback you receive is addressed in this assignment’s report.
As always possible solutions will be discussed in class. If you work as a team – you will need to submit an additional paragraph clarifying the role of team members (a natural option for this assignment is to have team members work on separate classifiers).
Due date:  October 1, 2015, 11:59PM.

