
Automated Learning



Learn low level controllers 
compose into high level controllers

spring-mass systems
snakes, fish, marine mammals 

locomotion trials to learn low level controllers

optimize composition for high level task completion



Snake biomechanical model



Low level control

Lagrange equation of motion



Low level control

Evaluation function

controller evaluation metric
e.g. distance traveled

trajectory evaluation metric
e.g. final distance to goal,

deviation from desired speed





encourage lower amplitude, smoother controllers



time & frequency domain discrete controllers





optimization of discrete object function

N control functions, M basis functions

NM parameters
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optimize parameters



optimization of discrete object function

Simulated annealing
global

no gradient
for large DoF problems

Simplex method
local
fast











Abstracting high level control

dimensionally reducing change of representation

to avoid complexity, must abstract compact higher 
level controllers from low level learned controllers

reuse low level controllers for different tasks

natural, steady state locomotion is quasi-periodic
use frequency domain controller

apply FFT to time domain controller
suppress those with small amplitudes



“basic training” to develop low level controllers

concatenate in sequence, with blended overlap
for higher level tasks



abstract controllers in 2 ways

greedy algorithm of compositing low level controllers

fails for higher level tasks (e.g. planning)



optimize sequence of controllers

simulated annealing

optimizes over selection, ordering, 
duration of controllers



composing macro controllers

train on 5 basic tasks: 
turn-up, turn-left, turn-right, move-forward

optimize on jumping out of water

add ‘style’ terms for height, body 
alignment, etc.

simulated annealing not great for this
doesn’t retain partial solutions

maybe use genetic algorithms in future
















