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Abstract—Uncertainty can arise in any stage of a visual analytics process, especially in data-intensive applications with a sequence of data transformations. Additionally, throughout the process of multidimensional, multivariate data analysis, uncertainty due to data transformation and integration may split, merge, increase, or decrease. This dynamic characteristic along with other features of uncertainty pose a great challenge to effective uncertainty-aware visualization. This paper presents a new framework for modeling uncertainty and characterizing the evolution of the uncertainty information through analytical processes. Based on the framework, we have designed a visual metaphor called uncertainty flow to visually and intuitively summarize how uncertainty information propagates over the whole analysis pipeline. Our system allows analysts to interact with and analyze the uncertainty information at different levels of detail. Three experiments were conducted to demonstrate the effectiveness and intuitiveness of our design.
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1 INTRODUCTION

Uncertainty can arise in any stage of an analytical process, for applications as diverse as financial analysis, business intelligence, network monitoring, and geo-spatial data analysis [27, 35, 42]. For instance, the input data for analysis is often uncertain because of ineffective data sampling, inaccurate measurements, or corrupted data [28]. Data processing or transformation, which is usually required in data analysis to account for the growing scale and complexity of the data, is another source of uncertainty because of the lack of knowledge of the parameters used (i.e., the uncertainty of parameters) [21]. Even the analytical reasoning process has been reported to result in a certain degree of uncertainty information [46].

When uncertainty arises, properly informing analysts is very important. Otherwise, the reliability of the conclusions drawn based on the data will be questionable, which can lead to erroneous decisions and undesired consequences [21, 27]. The amount of uncertainty should also be faithfully revealed to analysts because the manner in which the uncertainty is expressed can significantly affect decision making [11]. Underestimated uncertainty can mislead analysts, making them over-confident of the results. Overestimated uncertainty, on the other hand, may cause analysts to abandon valuable findings that are actually trustworthy. Thus, effectively and faithfully showing uncertainty is demanded in data analysis processes whenever uncertainty is present.

In visual analytics where data is usually analyzed in an explorative and iterative manner [23], uncertainty becomes extremely complicated, thus hindering the fulfillment of the effectiveness and faithfulness requirement. Given that data is transformed, uncertainty does not remain the same, but is rather dynamic and can change through the entire analysis process [9], in which the uncertainty may increase, decrease, split, or merge. For example, uncertainty in a data set may change along with the subsequent data transformation and processing steps, where the amount of uncertainty may increase or decrease. For high-dimensional data analysis, analyzing the data a few dimensions at a time and then switching to other dimensions is commonly practiced. Uncertainty in this scenario splits with the dimensions. Analysts may combine some of the findings discovered using different data dimensions to make decisions, where the uncertainty associated with the findings are merged. The complex and dynamic characteristics of the uncertainty hereby pose a great challenge in tracking and managing uncertainty effectively to make better decisions.

Researchers in visual analytics have developed various methods [12, 27, 28] to visually represent uncertainty information. Nevertheless, existing methods present uncertainty to analysts for only a particular stage of the data analysis process. Users may not be able to obtain a clear overview of how the uncertainty originates and spreads through the process, especially for complicated analysis with a num-
ber of transformations. The ability to visualize the flow of uncertainty through the entire analysis is still absent from the field. In addition, current methods often focus on visualizing one-dimensional uncertainty information. In a practical multivariate data analysis problem, however, uncertainty is largely multidimensional as data variables are not always independent of one another. For instance, sampling multidimensional data can produce multidimensional uncertainty, which is difficult to visualize using existing methods. Therefore, with the growing popularity of multivariate data analysis, an increasing need for developing new techniques for visualizing the flow of multidimensional uncertainty information through the visual analytics process exists.

This work focuses on the characterization and visualization of the flow of uncertainty information through visual analytics processes. Specifically, we propose a new framework to model uncertainty using error ellipsoids and to characterize the dynamic changes of the uncertainty information including uncertainty integration, transformation, and propagation through the processes. The error ellipsoids can be regarded as a multidimensional generalization of standard deviations, which allows for better understanding and more intuitive characterization of uncertainty information. This work enables multi-level uncertainty visualization accomplished through a set of uncertainty analysis techniques. A new flow-style visual metaphor is designed at the overview level to intuitively visualize the flow of uncertainty in complex analytical processes. Guided by the overview, users are allowed to interact with the uncertainty flow to analyze multidimensional uncertainty information in detail using a matrix visualization of the projections of the ellipsoids. Users can even drill down to individual data items to see more detailed uncertainty information.

The contributions of this work are as follows:

- A framework for describing uncertainty transformation and propagation based on error ellipsoids is created.
- A visual metaphor to visually summarize the flow of uncertainty over an entire visual analytics process is introduced.
- A visualization system to show the uncertainty information depicted by error ellipsoids at different levels of detail is built.

2 RELATED WORK

The growing scale and complexity of data pose a great challenge for analysts in discovering interesting patterns directly from its raw form [9]. Thus, the transformation or simplification of data is usually needed before such patterns can be shown [23]. Card et al. [7] presented a well-accepted model suggesting that information visualization is essentially a series of transformations. Other models [3, 23] have also been proposed to include automated data analysis algorithms. These transformations may create uncertainty information [21, 28] that may spread throughout the entire visualization process [9].

Effectively showing uncertainty in data visualization can improve trustworthiness and avoid misleading analysis [11, 27]. Pang et al. [28] presented a comprehensive survey of traditional uncertainty visualization techniques. A typology for visualizing uncertainty in intelligence analysis was proposed by Thomson et al. [38]. Zuk and Carpendale [46] extended this typology by including the uncertainty of reasoning. Researchers have proposed a variety of new uncertainty visualization methods such as ambiguity [27] and summary plots [29]. The evaluation of different techniques has received considerable attention recently [4, 11, 32, 45]. Sanyal et al. [32] compared four methods, such as traditional errorbars, and found that the efficiency of these methods was highly dependent on the tasks performed. Deitrick and Edsall [11] conducted an empirical evaluation of the influence of uncertainty visualization on decision making. Their results reveal that the degree of the influence is affected by the manner in which the uncertainty is expressed. Zuk and Carpendale [45] presented an interesting analysis of uncertainty visualization based on three well-established theories. Bisantz et al. [4] compared the effects of displaying uncertainty using numeric and graphical representations of uncertainty.

Recent studies mostly focus on visual representations of uncertainty. Wu et al. [42] designed a circular wheel representation to show the uncertainty of extracted customer opinions. Slingsby et al. [35] used simple interactive graphics such as bar charts to visualize uncertainty in geodemographics data. In contrast, our work aims to characterize and visualize the flow of uncertainty through the analytics pipeline. To our knowledge, this area has not been previously studied. Feng et al. [12] used density plots to visualize multidimensional uncertainty that is uncorrelated. Correa et al. [9] used covariance matrices to represent uncertainty. However, the process for visualizing these covariance matrices intuitively and effectively remains unclear. This work introduces a new framework to characterize multidimensional uncertainty information using error ellipsoids.

A simple definition of uncertainty does not exist. Skeels et al. [34] presented a comprehensive classification of uncertainty for information visualization. Hunter and Goodchild define uncertainty as the degree of the lack of knowledge about the amount of error [19]. Uncertainty can also be characterized by accuracy, reliability, precision, and consistency in literature [28]. In metrology, uncertainty is a parameter that depicts the dispersion of the measured values [22, 37]. Meteorologists generally classify uncertainty sources as either random or systematic uncertainty based on the method used for evaluation. Both types of uncertainty are represented by an estimated standard deviation, termed standard uncertainty. This uncertainty definition has been well accepted in many different disciplines. This work uses error ellipsoids, a generalization of standard deviation in multidimensional space to model uncertainty information.

Uncertainty quantification is the quantitative characterization of the effect of uncertainty information on system outcome. Roy and Oberkampf [30] described an uncertainty framework for uncertainty modeling and quantification in scientific computing. Perturbation methods [9], moment analysis [25], and operator-based methods [44] are three widely used non-sampling techniques. However, these techniques can only be applied to systems with small uncertainties [43]. Monte Carlo Sampling (MCS) is a sampling-based technique for uncertainty quantification [13, 31]. Compared with other non-sampling methods, MCS is more general and can be used to estimate the uncertainty of complex systems where other methods fail. Traditional MCS has been improved to achieve faster convergence using a variety of techniques such as Latin supercube sampling [17] and quasi-Monte-Carlo [26] at the cost of additional restrictions posed by these methods [43]. This work employs traditional MCS technique to quantify the uncertainty information in a visual analytics pipeline.

3 UNCERTAINTY IN VISUAL ANALYTICS

This section describes a framework for characterizing the flow of uncertainty information in a visual analytics process.

3.1 Uncertainty Framework

In a non-trivial analytical process the development of uncertainty is complex. For instance, new uncertainty from data transformations could be integrated into the process, and the amount of uncertainty could increase or decrease through the process. Additionally, the uncertainty could be split into different pieces as the data is divided into different parts or could be merged when the separated parts are combined for an overall analysis. Moreover, multivariate data analysis can yield complicated multidimensional uncertainty information. To facilitate uncertainty analysis and visualization, we have developed a new framework to depict the dynamic change of the uncertainty. This framework was inspired by Correa et al.’s uncertainty framework [9], which shows how uncertainty is modeled, propagated, and aggregated in the analysis process. The previous framework has three elements:

- Uncertainty Modeling models uncertainty using a set of covariance matrices. However, the abstract, theoretical, covariance matrices lack an intuitive visual representation that conveys the meaning of uncertainty. Additionally, these matrices do not support the description of the complicated dynamic variation of the uncertainty information in analytical processes.
- Uncertainty Propagation suggests that the uncertainty is propagated as data is transformed. A Taylor series method is used to evaluate the amount of uncertainty propagated by the transformation. The method, however, can only be used for a data transformation with a small amount of uncertainty. Furthermore,
although the process suggests that the visual analytics process is often a complex network of transformations, the associated uncertainty network has not been characterized by the framework.

- **Uncertainty Aggregation** shows that data transformation itself can introduce a certain amount of uncertainty information, such as loss of information, to the analytical process. This uncertainty is aggregated via its addition to the uncertainty propagated by the same transformation. The linear aggregation method described in [9], however, fails to aggregate multidimensional uncertainty information because covariance matrices cannot be linearly combined, especially when their sizes differ.

We extend this framework to better characterize variations of multidimensional uncertainty in analysis processes. Figure 2 shows that our new framework (top) parallels a general visualization pipeline (bottom). The new framework includes five main elements.

### 3.1.1 Uncertainty Modeling

Uncertainty modeling mathematically defines uncertainty information (Section 4.1). This method serves as the basis for all other elements of the framework because such elements primarily address the modeled uncertainty. Uncertainty should be effectively and intuitively modeled to facilitate the characterization and visualization of the variation of the uncertainty. For the sake of simplicity, our framework uses the widely adopted Gaussian model, where uncertainty is modeled by a covariance matrix. The covariance matrix can be further characterized and represented using an error ellipsoid, which allows for intuitive, multi-level visualization of the uncertainty. More importantly, the error ellipsoid can better capture the dynamic variation of uncertainty.

### 3.1.2 Uncertainty Integration

Uncertainty integration characterizes how the modeled uncertainty can be merged together. This process occurs whenever different pieces of uncertainty information are combined to account for all uncertainty information. For instance, an analyst may apply different transformations to the same data and then combine the results for further analysis. The uncertainty introduced or propagated by different transformations must be merged to determine the uncertainty of the current system. Unlike the uncertainty aggregation of the previous framework, uncertainty integration allows for the true fusing of multidimensional uncertainty information of different data dimensions or different data portions. Details can be found in Section 4.4.

### 3.1.3 Uncertainty Transformation

Uncertainty transformation is responsible for the quantification of the transformed uncertainty information, given the input uncertainty from uncertainty integration. This method is similar to the uncertainty propagation of the previous framework. However, uncertainty transformation employs MCS to quantify the extent of uncertainty to account for a large amount of uncertainty. Depending on the transformation used, the quantified uncertainty information may either increase or decrease. The transformed uncertainty may be visualized via uncertainty visualization or may be propagated via uncertainty propagation to subsequent data transformations (See Figure 2). Section 4.2 describes the uncertainty transformation in greater detail.

### 3.1.4 Uncertainty Propagation

Uncertainty propagation in this work is different from that of the previous framework. This method determines how the transformed uncertainty is passed on to the subsequent data transformations, where the transformed uncertainty may either be separated into pieces or may remain unchanged. For example, when different transformations are applied to different data portions, the transformed uncertainty will be split accordingly. The propagated uncertainty (output uncertainty) may be further merged by the uncertainty integration in the subsequent data transformation with other propagated uncertainty information or with newly introduced uncertainty from data transformations. Section 4.4 presents how the propagated uncertainty information is derived.

### 3.1.5 Visual Uncertainty Mapping

Visual uncertainty mapping visualizes the flow of uncertainty through the analytics processes, where uncertainty may split, merge, shrink, or expand. We design a new flow-style visual metaphor, uncertainty flow, to visually represent the overall evolution of uncertainty information. Section 5 presents the detailed visual design.

### 3.2 System Overview

Figure 3 shows the overview of our approach. It runs parallel to a visual analytics system and maintains a history graph to record the history of all data transformations. When an uncertainty visualization is requested by users, the approach quantifies the uncertainty (modeled as a multidimensional error ellipsoid) of every data item using an MCS technique. All three types of uncertainty (including integrated, transformed, and propagated uncertainty) are measured. The method subsequently computes an overall error ellipsoid of every type of uncertainty for the data set by fusing the related error ellipsoids of all data items. The overall uncertainty magnitude is finally derived from the overall error ellipsoid. Based on this information, we can draw a visualization of the flow of uncertainty in the entire visual analytics. With the framework, users are allowed to interact with the uncertainty flow to see the uncertainty at different levels of detail.

### 4 Uncertainty Analysis

This section presents a set of techniques supporting uncertainty modeling, transformation, propagation, and integration.

#### 4.1 Uncertainty Modeling

For multivariate analysis tasks, uncertainty information introduced by a typical data transformation is often multidimensional. Using standard deviation to model the uncertainty for each dimension is ineffective as the data dimensions are often correlated. In statistics, the uncertainty of multidimensional information is usually represented by a covariance matrix, which is a generalization of standard deviation [36].

Assume we have a k-dimensional data item of interest \( X \). We consider the quantity as a normally-distributed random vector

\[
X \equiv [X_1, X_2, \cdots, X_k] \sim \mathcal{N}(\mu, \Sigma)
\]

where \( \mathcal{N}(\cdot, \cdot) \) denotes an n-dimensional normal distribution, \( \mu \in \mathbb{R}^k \) is the mean vector, and \( \Sigma \in \mathbb{R}^{k \times k} \) is the covariance matrix of \( X \) which is regarded as the uncertainty of \( \mu \).
Various methods, such as Corrgrams [14], have been proposed to directly visualize the covariance matrix C. However, these direct visual representations cannot be easily understood because they do not intuitively show the dispersion of the values of X. Similarly difficult is the direct derivation of an overall uncertainty degree of X from C, which is requested to provide an overview. Thus, we use an ellipsoid to depict the covariance matrix C to address these issues [5], such that the uncertainty of X can be intuitively represented by the extent of the ellipsoid. Centered at \( \mu \), the ellipsoid is defined by the equation

\[
(x - \mu)^T C^{-1} (x - \mu) \leq 1
\]  

(2)

The eigenvectors and eigenvalues of C define the principal directions and inverse squares of the semi-axes of ellipsoid E, respectively. A standard error ellipsoid is obtained, which can describe the uncertainty of X in a geometric manner. However, providing an overall picture is difficult. Instead, the ellipsoid volume can represent the overall uncertainty level of X. Volume \( U(E) \) can be computed by the equation

\[
U(E) = \frac{\pi^\frac{\ell}{2}}{\Gamma\left(\frac{\ell}{2} + 1\right)} \prod_{i=1}^{\ell} \xi_i
\]  

(3)

where E is an ellipsoid defined by (4), \( \xi_i \) denotes the eigenvalues of the covariance matrix \( C \in \mathbb{R}^{\ell \times \ell} \), and \( \Gamma(\cdot) \) is the Gamma function.

Our work is based on the error ellipsoid for quantifying the variation of uncertainty information in visual analytics. The intuitive geometrical features, as well as the capacity of the error ellipsoid to be fused and split, allow us to design an effective and interactive level-of-detail visualization of uncertainty in visual analytics.

### 4.2 Uncertainty Quantification

Uncertainty quantification refers to the quantitative estimation of the uncertainty of each data item X, which is the error ellipsoid of X. We employ a technique based on traditional MCS to evaluate the uncertainty that results from data transformation. First, the technique produces a set of independent samples of system inputs, then repeatedly runs the system for each sample, and finally collects all the system outputs. Based on this collection, the statistical uncertainty information (i.e., covariance matrices) of the system output can be estimated. With the covariance matrices, we can obtain the associated error ellipsoids.

Although the standard error ellipsoid is more powerful for characterizing uncertainty variation, it is also more complex and, without appropriate modification, can sometimes mislead analysts. A standard error ellipsoid of \( n \) dimensions derived from Equation (2) implies a totally different confidence level from that of \( m \) dimensions when \( m \neq n \). For example, a 2D standard error ellipsoid indicates a mere 40% confidence level, whereas a 1D standard deviation represents a confidence level of 60%. Thus, we propose that a user be allowed to specify a desired confidence level and then create the error ellipsoids accordingly. More specifically, we scale the standard error ellipsoids based on the specified confidence to ensure the consistent meaning of the error ellipsoids of different dimensions.

Through a sampling process, we have a sample mean \( \bar{X} = \frac{1}{n} \sum_{i=1}^{n} X_i \), which follows a normal distribution. We define \( Z = n(\bar{X} - \mu)^T C^{-1} (\bar{X} - \mu) \) to remove the dependence of the distribution \( \bar{X} \) on the population parameters \( \mu \) and \( C \). In statistics, \( Z \) is a \( \chi^2 \) random variable with \( n \) degrees of freedom [1]. A value of Z corresponds to the contour of an ellipsoid with respect to a given confidence level \( CL \in [0, 1] \). The equation of an ellipsoid has the form

\[
(x - \bar{X})^T \tilde{C}^{-1} (x - \bar{X}) = \frac{z_{CL}}{n}
\]  

(4)

where \( z_{CL} \) is an observation of Z with respect to the confidence level \( CL \). \( \bar{X} \) is a sample mean vector, and \( \tilde{C} \) is a sample covariance matrix obtained by a sampling process of X. The ellipsoid center is the vector \( \bar{X} \). Moreover, other geometric parameters of the ellipsoid, such as the orientation and magnitude of its semi-axes, can be determined by the eigenvectors and eigenvalues of the matrix \( \tilde{C} \). For example, we have a 3D ellipsoid defined by (4). Suppose that \( \xi_1, \xi_2, \) and \( \xi_3 \) are the eigenvalues of a sample covariance \( \tilde{C} \) and \( a, b, \) and \( c \) are the magnitude of its three axes. Then, they have the relationship as follows:

\[
a = \sqrt{\frac{z_{CL} \xi_1}{n}}, \quad b = \sqrt{\frac{z_{CL} \xi_2}{n}}, \quad \text{and} \quad c = \sqrt{\frac{z_{CL} \xi_3}{n}}.
\]  

(5)

Given a confidence level \( CL \) specified by a user, we compute the quantile of the \( f_{\chi^2}(n) \) density function to determine the axis scaling factor \( z_{CL} \). The computation involves solving an integral equation.

\[
CL = \int_0^{z_{CL}} \frac{1}{2^\frac{\ell}{2} \Gamma\left(\frac{\ell}{2}\right)} x^{\frac{\ell}{2} - 1} e^{-\frac{x}{2}} dx.
\]  

(6)

No analytical form exists. Thus, a numerical approximation is necessary. We illustrate a two-dimensional example in Figure 4. Given the estimated mean \( \bar{X} = [0, 0]^T \) and covariance matrix \( \tilde{C} = [v_1, v_2] \) where \( v_1 = [1, 0.2]^T \) and \( v_2 = [0.2, 1]^T \), the corresponding error ellipsoid \( E \) centered at \( \bar{X} \) has two semi-axes of length \( \sqrt{\xi_X} = 0.9 \) and \( \sqrt{\xi_Y} = 1.1 \), where \( \xi_X \) and \( \xi_Y \) are the eigenvalues of \( \tilde{C} \). We then seek an error ellipsoid with a 95% confidence level. As described in Eq. (6), we compute the quantile \( z_{CL} \) of the \( \chi^2 \) density function with 2 degrees of freedom, such that the area under the curve is 0.95 (as shown in Figure 4(a)). Finally, by scaling the two axis length of \( E \) with \( \sqrt{z_{CL}} \) as in Eq. (5), we can obtain the scaled error ellipsoid shown in Figure 4(b).

### 4.3 Uncertainty Combination

With the uncertainty quantification method, we can determine the error ellipsoid for every data item as the data is transformed. However, a means for deriving an error ellipsoid characterizing the overall uncertainty of the entire data set still needs to be determined. The overall uncertainty is needed to visualize the overall trend of uncertainty. However, determining the overall uncertainty is difficult considering the complexity of the uncertainty information. The linear combination used in [9] fails to combine multidimensional uncertainty information, which has dimensions that are not always independent of one another.

Estimating the overall uncertainty can be regarded as a process of finding an improved estimate based on previous multiple estimates of the same quantity \( \mu \) of interest, which is a well-studied problem in the field of information fusion [10]. Therefore, combining uncertainty to obtain its overall value by applying an optimal weighting scheme to achieve a minimum total error is reasonable. In particular, suppose that we conduct \( r \) independent sampling. We can then form \( r \) error
ellipsoids using the procedure described in Section 4.2. By defining an improved estimate as the weighted sum of previous $r$ estimates $X_W = \sum_{i=1}^{r} W_i X_i$. We can obtain the covariance of the weighted estimate $X_W$

$$C_{W,ij} = \sum_{i=1}^{r} (W_i C_i W_i^T)_{ij},$$

where $W_i \in \mathbb{R}^{k \times k}$ $\forall i$ are the weight matrices in the scheme. As previously described, the ellipsoid volume can be used as an uncertainty measure. We cast our goal as an optimization problem.

$$\min_{W_a, \forall a} \det(C_W) = \det(\sum_{i=1}^{r} (W_i C_i W_i^T)_{ij}),$$

st. $\delta_{ij} = \sum_{i=1}^{r} W_{ij}.$

with the solution of

$$W_a = (\sum_{i=1}^{r} C_i^{-1}) C_a^{-1}. \quad (8)$$

Finally, we can show the combined estimate $\hat{X} = C_W \sum_{t=1}^{r} C_t^{-1} X_t$ and its corresponding covariance matrix $C_W = (\sum_{t=1}^{r} C_t^{-1})^{-1}$.

Figure 4(c) shows an example of combining three 2D estimated error ellipses in blue, green, and black. By solving problem (7), we can determine the optimal weights in Eq. (8) and finally we obtain the resulting error ellipse with minimum uncertainty (shown in red).

### 4.4 Methods for Uncertainty Integration and Propagation

In visual analytics, data may be divided into a number of portions that are then transformed separately. The propagated uncertainty information of the data is similarly split into pieces. Two scenarios can occur depending on the data variables (dimensions).

- The data items include the original variables. In this case, the error ellipsoid of each data point remains the same.
- The data items include only a selected number of variables. The error ellipsoid of each data item in a data portion changes. The new ellipsoid can be obtained by simply projecting the original one on the space of the selected dimensions.

Notably, the overall ellipsoid for each data portion should be approximated by the uncertainty combination method (Section 4.3). Uncertainty may also be merged whenever uncertainty integration occurs, such as when the propagated uncertainty merges with the newly added uncertainty of the data transformation. Another example is when the divided data portions are combined for further analysis. Two scenarios can occur based on whether the data items contain the same or different sets of variables.

- The data items include the same set of variables. The error ellipsoids of each data item are combined by the uncertainty combination method (Section 4.3).
- The data items include different sets of variables. We use the sampling-based uncertainty quantification method (Section 4.2) to re-approximate the error ellipsoids of each data item.

Notably, the overall ellipsoid for the merged data should also be recomputed using the uncertainty combination method (Section 4.3).
nodes is reasonable. Whenever any data transformation occurs, a parallel thread automatically records the transformation in the graph. The error ellipsoids of data points corresponding to input and output uncertainty are also computed and stored in the node.

5.1.2 Visual Metaphor for Uncertainty Flow

We design a new visual metaphor, uncertainty flow, to visualize the overall uncertainty evolution through the visual analytics process. Uncertainty flow is the core component of the visualization system, providing an intuitive visual summary of the provenance of uncertainty information in the process, which helps analysts develop a growing understanding of how and from where the uncertainty was introduced, integrated, transformed, and propagated. Furthermore, the recorded provenance of uncertainty may allow analysts to determine how and where to optimize the analysis process to reduce the uncertainty of the insight and conclusions. Uncertainty flow can also be used as a usual history mechanism for insight provenance and supports backtracking and alternative analysis paths.

Preliminary Layout

The uncertainty flow is a graph drawn upon the history graph. We first generate a preliminary node-link layout of the graph and then decorate the layout using the uncertainty information. The layout is oriented from left to right (other orientations, such as top-down, are also allowed). The root representing the first data transformation is placed at the current view origin. All the other nodes representing data transformations are added to the view, starting from the roots, based on their hierarchical relations. The horizontal distance between a parent and its children, as well as that between two sibling nodes, are fixed but can be interactively assigned by users. The left-to-right ordering (edges) of the nodes represents the sequential order of the associated data transformations. The vertical ordering of the sibling branches is dynamically adjusted, such that the central branch is always the current exploration path, and all other branches are alternatively placed above or below this branch. The distance of a branch to the central branch encode the time when the branch was created. The closer a branch lies to the center, the more recently it was created. This process can ensure that the most recently explored paths always remain in the center focus region.

Visual Uncertainty Encoding

We next draw the uncertainty on the preliminary layout. The uncertainty framework essentially defines two types of uncertainty information associated with a typical data transformation: input and output uncertainty. Effective visualization of uncertainty flow requires visual encoding in a faithful, concise, and intuitive manner on the preliminary layout.

Figure 5 shows our visual mapping of the uncertainty of a data transformation on the related node. We use a visual metaphor of a loudspeaker to intuitively encode the amplification of uncertainty information (Figure 5(a)). The uncertainty reduction, on the other hand, can also be intuitively encoded by an inverse loudspeaker (see Figure 5(b)). We used this visual encoding for the following reasons. First, the shape of a loudspeaker can intuitively convey the concept of “amplification” or “reduction” of the overall uncertainty. Second, the visual metaphor can facilitate a side-by-side visual comparison of input and output uncertainty information. Finally, using this visual metaphor allows us to easily combine a sequence of nodes, creating a more compact layout (see Figure 6(e)).

The edge between two nodes represents the sequential order of the uncertainty distribution. We use the width of the edge to visually encode the overall uncertainty propagated from one node to another. The two nodes can be seamlessly connected by the edge, given that the width of the edge is identical to the length of the output base of one node as well as that of the input base of the other node.

5.1.3 User Interactions

Apart from general interactions (such as panning and zooming), uncertainty flow supports a variety of other interactions, such as the following:

- **Hover** When a user places the mouse over a node, a pop-up view displays the screenshot of the related visualization near the node.
- **Select** Double-click selection restores the visual analytics process to a certain step represented by the node. A new branch will be added to the node when the user continues to process the data. Single-click selection shows the matrix visualization of the uncertainty (see Figure 6(b)). Depending on the position clicked within the node, the matrix visualization of the input or output uncertainty is shown.
- **Oriente** The default orientation of the uncertainty flow is left-to-right. A user can change the orientation to top-down, bottom-up, or right-to-left. An animation will be created to show the smooth transition when the orientation changes.
- **Focus+Context** A selected node is viewed as the focus node. We consider the neighbors around the selected node in the graph as focus nodes. All ancestors of the selected node are also regarded as foci. We use the fisheye function [15] to compute the degree of interest (DOI) of the nodes. Based on the DOI of the nodes, we can combine the nodes with low DOI values (see Figure 6(e)), thus allowing for focus+context visualization.

5.2 Matrix Visualization of Error Ellipsoids

With the uncertainty flow, a user can quickly determine the overall degrees of the input, transformed, and output uncertainty information of a node. However, users may also want to see more details of the overall error ellipsoids from which the overall uncertainty degrees are derived. The error ellipsoids are often high-dimensional geometric objects and there is no method for drawing them directly. Thus, we design a matrix visualization showing the 2D projections of the ellipsoid (i.e., 2D ellipse) in the space of each pair of data variables to help the user visualize an ellipsoid. The user can then interactively select one or multiple cells on the matrix. Scatterplots or a parallel coordinate plot of the variables (represented by the selected cells) will then be presented to the user to reveal the uncertainty information of each data item (see Figure 6(b)).

5.3 Uncertainty Encoding on Visualizations

Our system can visualize not only the overall uncertainty information of the whole data set (by the uncertainty flow and matrix visualization), but also the uncertainty information of individual data items. Every data item has an error ellipsoid. Thus, we can similarly compute their
overall uncertainty degree, which can be visually encoded using existing uncertainty visualization methods. For example, we can use the opacity values of the glyphs (representing the data items) for a scatterplot to visually encode the overall uncertainty levels (see Figure 6(b)). When the user clicks a glyph on the scatterplot, the system can also create a pop-up view showing the matrix visualization of the related error ellipsoid (see Figure 6(c)). More importantly, the user can select a group of data items and combine their error ellipsoids to obtain an overall error ellipsoid for the group of data items, which can likewise be visualized using the matrix visualization (see 6(d)).

6 Experiments and Discussion

In this section, we demonstrate the effectiveness and usefulness of our uncertainty framework and visualization techniques based on three experiments. Our techniques were implemented in Java and tested on an Apple Macbook Pro with Intel Core i7 2.66GHz CPU and 4GB RAM. It took minutes to quantify the uncertainty information. Visual uncertainty flow can be created immediately when the uncertainty analysis is completed. We set the confidence level 95% for all results except the right uncertainty flow in Figure 7.

6.1 Multivariate Data Analysis

The first experiment is used to demonstrate the use of uncertainty flow in a multivariate data analysis process called dual analysis [39]. Dual analysis allows the analysts to explore data iteratively in two linked spaces, namely, item space and dimensions space. We use the “Boston Neighborhood Housing Prices” dataset with 506 data items and 14 dimensions for analysis. The purpose of the analysis is to detect correlations among the data dimensions.

In many practical applications, data is usually simplified to conserve computer resources, which may introduce uncertainty [9, 27]. Following the practice, an analyst starts the dual analysis process by randomly sampling the data. A sample contains only 20% of the original data items, thus introducing uncertainty. The uncertainty of each sampled data item is modeled as an error ellipsoid with 14 dimensions and is quantified by the method described in Section 4.2. Next, the data sample is visualized in the items space using a scatterplot. The analyst interactively brushes the data items in the scatterplot (see Figure 7(a)), and then observes the changes of the means and standard deviations of different dimensions in dimensions space using another scatterplot (see Figure 7(b)). The dimensions that do not deviate much due to the brushing are considered “stable”. The analyst intentionally brushes the most stable dimensions in the dimensions space. Multidimensional scaling (MDS) is applied using the selected dimensions.

Dual analysis is an explorative and iterative process, in which uncertainty from the sampling may change. Figure 7 presents two visual uncertainty flows for a dual analysis process. They are created using the standard error ellipsoids (defined in Equation (2)) and the error ellipsoids (defined in Equation (4)) scaled by a confidence level $CL = 95\%$, respectively. Comparing these two uncertainty flows, we can see that the right flow shows significantly less uncertainty than the left flow. Using the unscaled uncertainty may mislead the analyst to become overconfident or too cautious about the analysis results, resulting in increased risk of erroneous decisions. Additionally, unscaled uncertainty has inconsistent implications for different numbers of data dimensions (see Section 4.2 for detailed discussion).

The visualization can see that the right flow shows significantly less uncertainty than (left), which could mislead an analyst to become overconfident. Additionally, the unscaled uncertainty with different dimensions actually imply different confidence levels, which may confuse analysts. The input uncertainty with 14 dimensions and the output uncertainty with 6 dimensions in (d) imply 0.0001% and 1.4385% confidence levels, respectively. In contrast, they consistently represent the same confidence level (95%) in (d).

Fig. 7. Uncertainty flows (left and right) based on the scaled (with a 95% confidence level) and unscaled standard error ellipsoids, respectively. (a)-(c) show three dual analysis steps: brushing in items space, brushing in dimensions space, and reducing dimensions using MDS. The visualization (right) shows much less uncertainty than (left), which could mislead an analyst to become overconfident. Additionally, the unscaled uncertainty with different dimensions actually imply different confidence levels, which may confuse analysts. The input uncertainty with 14 dimensions and the output uncertainty with 6 dimensions in (d) imply 0.0001% and 1.4385% confidence levels, respectively.
Sampling Brushing in Items Space Brushing in Dimensions Space MDS

(b) A matrix visualization of the uncertainty revealing that two dimensions amplify the uncertainty; (c) and (d) Scatterplots showing the uncertainty in items space; and (e) A scatterplot showing a revised analysis result by removing highly uncertain data items from (d).

Fig. 8. Uncertainty flow of a dual analysis process. (a) A scatterplot showing an interesting split into two groups but with a high degree of uncertainty; (b) A matrix visualization of the uncertainty revealing that two dimensions amplify the uncertainty; (c) and (d) Scatterplots showing the uncertainty in items space; and (e) A scatterplot showing a revised analysis result by removing highly uncertain data items from (d).

Finding opinion patterns regarding categorical information is a fundamental task of opinion analysis in hospitality research [2]. Figure 1 shows a typical opinion analysis process and the related visual uncertainty flow of the analysis process. It starts with opinion mining where the uncertainty arises, followed by user searching or filtering (brushing) in items space and correlation analysis for finding opinion patterns. For instance, the analyst selects opinions about high-class hotels in the items space brushing step (Figure 1(a)). In subsequent correlation analysis, she analyzes the opinion scores against customers’ ages, genders, and locations iteratively using a histogram/bar chart. This process is repeated for different classes of hotels. Finally, the analyst finds that there seems to be an opinion pattern regarding the genders of the customers. She combines the histograms in the previous correlation analysis steps for further analysis (Figure 1(c) and (d)).

In the analysis process, the uncertainty can be split into pieces as the analyst brushes the data, or the uncertainty is merged together as the analyst combines the analysis results. Moreover, uncertainty can increase or decrease as the data is analyzed. Our system can generate a visual uncertainty flow (see Figure 1) for the opinion analysis process. From the uncertainty flow, we can clearly see the variation of the uncertainty information through the process, in which the uncertainty information splits, merges, decreases (Figure 1(a)), or increases (Figure 1(b)). Note that the uncertainty in the correlation analysis steps remains the same because the opinion scores are not changed and the data items are just aggregated with respect to different opinion scores.

Underestimated uncertainty may result in questionable opinion patterns. Figure 1(c) presents an analysis result by combining the previous analysis results. The result reveals an interesting opinion pattern: female customers complain more than male customers, while male customers tend to provide more positive feedback. However, from the uncertainty flow, we can see that the pattern is not very trustworthy because two correlation analysis results used for the combined analysis contain a high degree of uncertainty. The uncertainty flow allows us to track the uncertainty information, which reveals that the uncertainty of the correlation analysis results mainly arises from the items space brushing steps, where high-class hotels are selected. We remove the uncertain correlation analysis results from our combined analysis result (see Figure 1(d)). The uncertainty of the combined result is re-approximated by fusing the uncertainty of the remaining three correlation analysis results. A more reliable opinion pattern is identified in Figure 1(d): female customers of economic hotels tend to complain more. This experiment clearly proves that our uncertainty visualization system can help the analyst quickly evaluate the results from the perspective of uncertainty, and find out how to reduce the uncertainty to improve the analysis result.

6.3 Combustion Simulation Analysis

The third experiment demonstrates that our approach can also facilitate scientific data analysis. The data set for analysis is a time-varying volume data set generated by a scientific combustion simulation. Combustion simulations trace a large number of particles and generate a huge amount of data [8]. The data contains more than one million moving particle records. Each record has two time-varying physical dimensions (temperature and mixture fraction). Recent advanced visualization systems can help users interactively explore particle behaviors in combustion simulations [41]. Sampling is often used to simplify the data, which introduces uncertainty. Other transformations, such as filtering and clustering, may also produce uncertainty.

We consider the analysis pipeline described in [41], which helps users classify trajectories of particles. The system pipeline has four main steps (see Figure 9 from the left to right). First of all, particles are sampled from the source data. Trajectories of the sampled particles are initially clustered into a number of groups. Next, according to the users’ domain knowledge, groups of particles are selected, followed by a semi-supervised classification. Finally, the centroids are obtained to represent their corresponding groups. It is an explorative analysis process and each step can repeat multiple times. In the analysis, uncertainty information arises from data sampling and clustering.

Figure 9 shows an uncertainty flow. Initially, the data is randomly sampled over particles and time space, which introduces two-dimensional uncertainty information. The trajectories of the sampled particles are then divided into \( k \) clusters by a model-based clustering method. Figure 9(a) and (b) show the clustering results with \( k = 10 \) and \( k = 6 \) in the upper and lower branches of the initial clustering step, respectively. The clustering generates a probability vector \( v \) of size \( k \) for each particle, where \( v_i \) indicates the probability of the particle being inside group \( i \). This actually introduces a new source of uncertainty with \( k \) dimensions. In this step, the number of dimensions of every data item increases from 2 dimensions to \( 2 + k \) dimensions, where \( k \) dimensions are from the related probability vector, and we merge the original sampling uncertainty and the new clustering uncertainty into an overall uncertainty.

In Figure 9, we see that the uncertainty variation induced by the clustering with \( k = 10 \) is smaller. As we go back to the data with \( 2 + k \) dimensions, we find that the \( k \)-dimensional sub-vectors have less deviation in the case of clustering \( k = 10 \). The uncertainty merge process stabilizes the results in this case and hereby reduces the amount of uncertainty according to Equation (3). For each clustering result, we choose two clusters and then try two different brushing operations. Note that in the brushing step, arbitrary brush-out may also cause uncertainty. For example, the uncertainty degree in the third branch is larger than the forth one after the brushing operations. The first branch results in a small degree of uncertainty, which reflects that we have properly filtered out outliers from the selected clusters. In the final clustering step, according to the brushing information, parti-
Fig. 9. Uncertainty flow of a combustion data analysis process. In the initial clustering step, (a) shows the resulting 10 trajectory clusters, and (b) shows 6 clusters. The uncertainty flow reveals that splitting more clusters leads to more certain results. In the brushing step, inconsistent curve brushing may magnify uncertainty. In the last step, we present two final clustering results with smaller uncertainty values in (c) and (d).

6.4 Discussion

Effective visualization of uncertainty information is demanded in many data analysis applications. In the early stages of our research, we came across difficulties in modeling and quantifying the uncertainty information. We found that uncertainty information can arise in any stage of an analysis process and may increase, decrease, split, or merge through the entire process. With the increasing complexity of modern analytical processes, tracking and managing uncertainty information through the entire processes has become even more challenging. However, existing studies focus on a certain stage of an analytics process and fail to characterize the complex variations of the uncertainty along the entire process. This poses a great obstacle to developing an effective visualization system. To tackle this problem, we came up with a new uncertainty framework to model and characterize the variations of uncertainty information through analytical processes.

Another lesson we learned is the importance of preserving the consistency of estimated uncertainty information. Although our approach can quantitatively measure uncertainty information, the quantified uncertainty can be overestimated or underestimated, which may cause analysts to make erroneous decisions, as demonstrated in Figure 7. We propose scaling the quantified uncertainty information according to a confidence level specified by a user, such that the derived uncertainty information is consistent along the entire analysis.

Our system runs as a background process in parallel with the general visual analytics system to automatically collect the necessary history information of the analysis. The time-consuming uncertainty analysis using MCS is only performed when users request an uncertainty visualization from the system. It may take minutes to quantify the uncertainty information for each data item and obtain the overall uncertainty for every recorded analysis step. Thus, the system can be regarded as a post-processing step of a visual analytics process. Although it cannot run in real time, it is still very useful for analysts to revisit their analysis processes, validate their analysis results, and figure out a way to reduce the uncertainty. We plan to accelerate the uncertainty analysis by improving the Monte-Carlo sampling process and using more advanced parallel computing techniques.

The framework is adapted from previous work [9] to better characterize the uncertainty variations along analysis processes. Although our experiments prove that the framework can be successfully applied to practical problems, there is still room for improvement. For instance, visual analytical reasoning is a rather complex iterative process. It is challenging to model and capture the analytical processes effectively [20]. In some complicated scenarios, the history tree-like graph structure used by the framework may fail to capture the analytical processes. The framework quantifies the uncertainty information using statistical techniques. It may not always work in some applications where it is more effective to model the uncertainty using other techniques such as fuzzy sets and evidence sets. We will investigate this issue and study how to adapt the framework to these applications.

7 Conclusions

We present a new approach to characterizing, tracking, and visualizing complex uncertainty variations through analytical processes. One major benefit of this work is that it allows users to effectively model the uncertainty of the entire analysis, such that they can validate their results, locate the analysis steps that result in increasing uncertainty, and improve the results by reducing the uncertainty. Our approach can be used by different types of visual analysis applications, as demonstrated in our experiments. The generalizability of the approach is guaranteed by its three characteristics. First, it fully supports multidimensional uncertainty information, which usually arises in multivariate data analysis. Second, it can capture the uncertainty variations, such as uncertainty integration, transformation, and propagation, commonly found in visual analytics processes. Third, the techniques used by the approach, such as the uncertainty modeling based on error ellipsoids and the uncertainty evaluation based on MCS, are well-established techniques that have been used extensively in uncertainty quantification and other related fields. Therefore, we believe that our approach can be applied to many different practical applications.
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