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Abstract

Currently, bandwidth limitations pose a major challenge for delivering high-quality multi-

media information over the Internet to users. In this research, we aim to provide a better

compression of presentation videos (e.g., lectures). The approach is based on the idea that

people tend to pay more attention to the face and gesturing hands, and therefore these re-

gions are given more resolution than the remaining image. Our method first detects and

tracks the face and hand regions using color-based segmentation and Kalman filtering. Next,

different classes of natural hand gesture are recognized from the hand trajectories by iden-

tifying gesture holds, position/velocity changes, and repetitive movements. The detected face/

hand regions and gesture events in the video are then encoded at higher resolution than the

remaining lower-resolution background. We present results of the tracking and gesture rec-

ognition approach, and evaluate and compare videos compressed with the proposed method

to uniform compression.

� 2004 Elsevier Inc. All rights reserved.

1. Introduction

Initially, the Internet was mostly used to communicate and share textual forms

of data. Today, the Internet includes a rich medley of multimedia audio-visual
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data, and has become a center of information, education, and entertainment.

But the real-time network delivery of multimedia data presents special chal-

lenges. For video sequences, the frame rate of the video needs to be reason-

ably fast (at least 16 FPS [15]) with jitter-free, high picture quality. These

issues have been addressed by employing client-side buffering, forward error
correction, piggy-backing, and streaming of data. However, these general ap-

proaches are still not enough to provide high user satisfaction in many

cases. Computer vision techniques are now being explored as a means to

help analyze and segment video to select particular contextual objects, re-

gions, or events of interest to achieve a higher-salience encoding of video

(e.g., [26,16,31,19]). In this paper, we examine a special class of presentation

videos in which we identify and track face/hand regions and gesture events

to produce a compressed video that retains its visually communicative
content.

Presentation videos consist of a single person giving a talk or lecture to the

camera or an audience (e.g., for distance learning). Viewers of these types of

videos typically focus on the presenter, rather than the background scene (except

for perhaps an accompanying projected display). Therefore, a video coder could

give special emphasis (more resolution) to the face and hand regions, which are

the most communicative regions in the images, while reducing the quality of the

remaining background. Furthermore, since viewers tend to pay more attention
to hands when they are gesturing [20], higher resolution can be assigned to

the gesture event regions and medium quality to non-gesturing hand regions

(though still more resolution than the background). The main idea is that pre-

sentation videos could be differentially encoded such that image pixels belonging

to the face and (gesturing) hand regions receive more emphasis than the sur-

rounding non-informative background pixels (assigned lower quality resolution).

The result should provide a compact, yet informative and communicative view-

ing of the video.
The main contribution of this research is a multidisciplinary approach that

integrates computer vision, gesture analysis, and multimedia networking to en-

hance the communicative content of compressed presentation videos. Initially,

skin-colored pixels are detected in the images using a Gaussian mixture-model

trained on skin hue to locate candidate face and hand regions. After region-

growing, the selected regions are tracked throughout the sequence using a Kal-

man filter, taking care to handle cases when the hands enter and exit the scene.

We next apply special event detectors to recognize basic hand-gesture categories.
These gesture events are used to give special emphasis (higher resolution) to the

gesturing hand regions. The tracking and gesture recognition results in each

frame are then used to assign each coding block in the image a quality of either

{LOWLOW = background, MEDIUMMEDIUM = non-gesturing-hands, or HIGHHIGH = gesturing-hands/

face}. Lastly, the encoder uses these labels to compress the video, where the

higher quality blocks are given higher resolution (more bits). This differential en-

coding method conserves the bandwidth without sacrificing much of the commu-

nicative video quality.
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2. Related work on video event analysis

There has been much recent work in the detection of events and actions in video

sequences (we point the reader to the recent video-event workshops of [1,2]). The

need for classifying and mining large multimedia databases has driven much com-
puter vision research. Many of the applications have been in the areas of video com-

pression, content-based retrieval, surveillance, and human–computer interaction.

IBM�s CueVideo system [29] employed audio, video, and text modalities for auto-

matic video summarization, cross-linking of events, and indexing. Keyframes were

automatically detected in the video based on its segmentation into shots. The system

employed moving storyboards (animated keyframes synchronized with the audio

track) for browsing the video content. Indexing was achieved through co-occurences

in visual and auditory modalities using color region hashing and speech recognition.
In [18], a method was proposed for automatic goal segmentation in basketball

video sequences. This was accomplished mainly by recognizing certain key repetitive

events, such as crowd cheer, scoreboard update, and direction changes of the players.

The text of the scoreboard display in the scene is artificially embedded in the video,

and therefore can be detected by its sharp edges and high spatial frequency. A

change in the direction of the players was detected using the motion vectors in the

video. The use of temporal models of the key events enabled the system to achieve

a high rate of accuracy.
A method to detect human activity in compressed MPEG videos was presented in

[22]. From the motion vector information in the MPEG movies, activities such as

walking, kicking, and running were modeled and recognized using principal compo-

nents analysis. Posture recognition was also examined using relational graph match-

ing. Skin-color information was employed in the approach to increase the robustness

of person detection.

Differences in the scene structures of talk-shows and advertisements were used in

[11] to perform full advertisement-removal in such video sequences. First, a shot was
classified by applying a threshold to the rate of change of the color histograms for

the images. Shots that have a blank screen were used to separate the show and com-

mercials. The blank screen was detected by checking if all of the color energy in a

frame was concentrated in a single histogram bin. The number of frames and the ra-

tio of the number of repetitive shots in a story (shots having similar color statistics)

were then used to classify the commercial and talk show segments.

An algorithm to obtain automatic characterization of comedian monologue dis-

course in video was presented in [6]. Pauses in the monologues, pitch changes of
the voice, and hand positions/velocities were clustered using Isodata to characterize

the target feature space. In their studies, it was found that large hand gestures occur-

ring at long pauses in speech were likely to indicate an event corresponding to the

ending (punchline) of a joke.

In our research, we are interested in detecting the presence of a person (face and

hands) and the key hand-gesture events in presentation videos to provide a saliency

map for differential encoding of the video to preserve the visually communicative

content.
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3. Person detection and tracking

We begin by locating the presence of the face and hand regions in the video. A

Gaussian mixture-model trained on skin-colored pixels is employed to locate the po-

tential face and hand pixels in the images. The top candidate pixels are selected after
region growing and removal of small noise components. A Kalman filter is then used

to track the head and hand regions over multiple frames.
3.1. Skin-color segmentation

Our first task is to locate the face and hand regions of the person in the video. Our

approach is to train a probabilistic skin-color model using the hue component of the

HSI color space, and examine the probability of each pixel (in the image sequence) as
belonging to this model. The hue color component was shown to be a robust mea-

sure of general skin color [3], and many approaches have been examined for skin-col-

or image segmentation (e.g., [5,9,10,32,3,25,28]).

Those pixels having a high likelihood of the skin-color class are labeled as poten-

tial face/hand pixels. In our approach, the likelihood that a pixel (with hue H) be-

longs to the class of skin pixels is given by

P ðH jhÞ ¼
XNC

i¼1

xiffiffiffiffiffiffiffiffiffiffi
2pr2

i

p � e
�ðH�liÞ2

2r2
i ; ð1Þ

where the Nc component Gaussian mixture-model (we currently set Nc = 2) is spec-

ified by the parameter set h ¼ fxi; li; r
2
i g

Nc
i¼1 of mixture-weights xi, means li, and

variances r2
i learned from a set of training data.

To train the model, we manually selected a large number (Nt) of skin pixels (with
hues Ht) from the first image of the video sequence and estimated the model param-

eters h using the EM algorithm [8] which employs the maximum likelihood principle

h� ¼ argmax
YNT

t¼1

P ðHtjhÞ
" #

: ð2Þ

The approach revises the parameter set h to increase the total likelihood of training

data. This problem is solved iteratively, first estimating the probabilities of the ex-

pected labels of the training examples to each Gaussian (E-Step), and then maximiz-

ing the joint likelihood of the data and labels (M-Step):

E-Step (iteration k):
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Fig. 1. Face and hands color segmentation. (A) Original image. (B) Candidate skin pixels. (C) Final

selected regions. (D) EM clustering of face and hand.
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where g(Æ) is a Gaussian probability and m corresponds to which mixture component

is being estimated. The E-Step and M-Step are iterated back-and-forth until the sys-

tem converges or reaches a maximum number of iterations. The EM algorithm is

monotonically convergent to a local maximum in the total likelihood of the training

set.
Using the trained model, skin pixels are detected in the remainder of the video se-

quence by computing the skin-color likelihood of each pixel and comparing it to a

threshold Tskin (determined empirically). If the likelihood is greater than Tskin, the

pixel is classified as a candidate skin-colored pixel. The detected skin-colored pixels

for the image of a person in Fig. 1A are shown in Fig. 1B.

3.2. Region growing

From the detected skin-colored pixels, regions are formed in each image using a

connected components algorithm. If the size of any region is below Tsize (determined

from the minimum expected sizes of the head and hand regions for a given image

size), the region is considered as noise and removed from consideration. Also, since

the head and hand positions do not typically move far between two frames (for 30Hz

video), we additionally impose a maximum velocity constraint to speed up the detec-

tion process by limiting the possible locations of the head and hands in the

next frame (i.e., pixel regions outside the predicted velocity constraint area in the
next image are ignored). An image of the final selected regions (after applying the
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connected components algorithm and the velocity constraints) for Fig. 1A is shown

in Fig. 1C.

There are cases that can occur when two or more skin regions are joined in the

connected components result. For example, the binary image in Fig. 1C contains on-

ly one skin region due to the adjacency of the face and hand. As we will need to sep-
arately track the face and hands for gesture analysis, a region assignment of {FACEFACE,

LEFT-HANDLEFT-HAND, RIGHT-HANDRIGHT-HAND} is required. Given information on which of the objects

are expected to be present in the current image (predicted from the result in the pre-

vious frame), we employ a 2-D pixel clustering and segmentation algorithm using the

EM algorithm. The location for each region present in the previous image is given to

the EM algorithm along with the current connected component image. The result af-

ter applying EM is a set of best-fit ellipses (selected at a 2r Gaussian contour) for the

target regions in the current image. The final detected head and hand regions for Fig.
1A are shown in Fig. 1D. Notice that even though the face and hand pixels were

merged (connected) in the image (see Fig. 1C), the EM algorithm produced a plau-

sible segmentation of the two regions given the previous frame information in which

the two regions were not joined.

3.3. Tracking

In presentation videos, there may be cases when the person turns away from the
camera, and hence the face region will not be detected by the skin-color process (or

any other face detection scheme). Furthermore, the person may be moving (translat-

ing) while facing away from the camera. If the face cannot be located in the image,

we search for the face to re-appear in subsequent video frames and restrict the search

to the upper half of the image (to account for the person moving in the scene, but not

to falsely map to the lower hand regions that may appear). The face tracker is re-ini-

tialized when a potential face region is found.

The hands may also frequently disappear from the camera view. For example, the
person may have placed his/her hands in clothing pockets. Additionally, when the

person turns away from the camera, a hand may be occluded by the body. Further-

more, the camera may at times have a fairly closeup (tight) view of the face, where the

hands may often enter and exit at the bottom or sides of the frame. We re-initialize the

hand regions in a similar manner as the face, except that the search area is restricted to

the lower half of the frame. In the case when both hands are missing, the classification

of a re-appearing hand in the next frame is guided by the horizontal location of the

hand with respect to the head location. If the new appearing hand is to the right of
the head, it is classified as the right hand, else it is classified as the left hand. This case

is shown in Fig. 2. In the case of both hands re-appearing in the same frame, the hand-

edness is assigned by their relative left–right positions to one another.

From the detected face and hand regions in the images, motion trajectories are

formed throughout the sequence using a Kalman Filter [12]. The Kalman filter uses

a popular recursive state-based model that can be employed to smooth noisy trajec-

tories and predict future observations. Our state model is composed of the state-up-

date and observation equations



Fig. 2. Classification of the re-appearing right hand in a subsequent frame.
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Stþ1 ¼

1 0 1 0

0 1 0 1

0 0 1 0

0 0 0 1

2
6664

3
7775St þ R; ð7Þ

Ot ¼
1 0 0 0

0 1 0 0

� �
St þQ; ð8Þ

where the state St = [x (t),y (t),dx (t),dy (t)]T contains the position and velocity of a

hand or face region, and Ot contains the filtered output positional observations

ðx̂ðtÞ; ŷðtÞÞ in the image. Kalman recursions are used on the above state-space model

to find the optimal state and observation sequences. The Gaussian noise parameters

R and Q were determined empirically from our data sets. Currently, the face and

each hand are assigned a separate Kalman filter, though a single joint model could
be devised. From these trajectories, we next perform the gesture event analysis.
4. Gesture event detection

Recognizing gestures has been an important component in designing a more nat-

ural human–computer interface (e.g., [13,7]). We present a simple method to recog-

nize basic natural gesture categories by examining the motion of the hand
trajectories. The results will be employed in a video coding scheme to aid in con-

structing a more communicatively salient compressed video.

4.1. Gesture categories

We define a hand gesture event as either an Iconic, Deictic, or Beat gesture cate-

gory as described by McNeill [17]. Iconic gestures are pictorial and have a close re-

lationship to the semantic content of accompanying speech. For instance, a speaker
may use both hands to form a round shape when describing the circular shape of an

object. Mirror and anti-symmetric hand movements strongly correlate with high-le-

vel discourse semantics and can also be used as Iconic gestures [23]. Deictic gestures

generally have the function of indicating objects and events in the physical world by

‘‘pointing’’ with the hand. Beat gestures are mainly used to accompany words or
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phrases that are significant for its discourse-pragmatic content and are commonly

characterized by repetitive up/down motions (e.g., a politician making a strong ver-

bal claim of ‘‘I will not raise taxes’’ accompanied by the ‘‘beating’’ up/down move-

ment of the hand).

These gesture categories serve as the basis for our model of gesture event detection
in presentation videos. We seek to identify the prominent Iconic, Deictic, and Beat

gesture events to encode the hand regions with the highest quality when these events

are detected in the video sequence. Each class of gesture is currently given equal im-

portance in our coding approach (each assigned the same high quality label).

4.2. Gesture detection approach

The gesture events are recognized based on analysis of the trajectories of the
hands and their relative position to the face region. To detect the Iconic and Deictic

gesture categories, we look for a post-stroke hold (pause) of the hand (the hold is

part of the tri-phasic gesture model: preparation—stroke/hold—retraction). A hold

is detected if the motion of a hand is less than Tmotion for at least two consecutive

frames, and the location of the hold is far from the natural rest-state hand position

(located automatically by finding the lowest hand position in the video sequence). If

the body then begins to move (e.g., the person or camera is moving), the gesture hold

can be continuously labeled by checking for a similar relative speed of the head. An
example of a hold with a moving/turning body is shown in Fig. 3. Since a post-stroke

hold typically does not last long [4], we also temporally filter out potential holds that

are longer than 10s. Other more complex temporal models could also be applied

(e.g., Hidden Markov Model).

Other Iconic gestures with mirror and anti-symmetric movements of the hands are

detected using position and velocity changes of the hands. If both hands have a small

vertical separation, share the same velocity direction, and have a similar velocity

magnitude for at least three consecutive frames, they are classified as mirror symmet-
ric. The hands are classified as anti-symmetric when they have the same conditions as

above, except that the hand motions have different (opposite) velocity directions. We

also temporally filter the gesture labels, where we assign the surrounding gesture la-

bel to any small gap of non-labeled frames between the detected gesture frames.

Beat gestures are recognized by identifying any repetitive up–down hand move-

ments. Rather than requiring many beat cycles to perform a frequency analysis,

we simply look for changes in the vertical hand motion. We also require small hor-
Fig. 3. Using relative motion, this Iconic gesture is continuously detected as the person turns.
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izontal motion in relation to the vertical motion. We label a beat gesture if there are

at least three consecutive vertical changes, each occurring within 2/3s of another (a

natural beat frequency).

The identified gesture events, along with the detected face and hand pixel regions,

are then passed on to a differential video coder as a guide to compress the video.
5. Differential video coder

Due to bandwidth limitations, compression technology has been an important as-

pect in providing efficient multimedia delivery. The Motion Picture Experts Group

(MPEG) has led in the development of several open standards for video compres-

sion. The most dominant proprietary standards for streaming video include RealMe-
dia, Quicktime, and Advanced Streaming Format (ASF). Many of these

technologies are based on DCT or DWT (wavelet) methods, and exploit motion pre-

diction/compensation of the video. In our approach with presentation videos, the

video coder performs a differential compression of the video where the face and hand

image regions are given more resolution than the background to produce a compact,

yet perceptually communicative, video for transmission.

There are three inputs to our video coder. First is the video to be compressed. Sec-

ond is the image mask of the detected face and hand ellipse regions in each frame
with any gesture events labeled. Third is the quality values to be associated with

the regions for the face, gesturing hands, non-gesturing hands, and background. To-

gether, the image mask and quality labels form a saliency map for each video frame.

Like most existing video coders, we employ a general DCT-based compression

scheme, but we additionally include our saliency map to set the quality factors for

the image regions. First, the image is transformed from an RGB to YUV colorspace

using

Y

U

V

2
64

3
75 ¼

0:299 0:587 0:114

�0:147 �0:289 0:437

0:615 �0:515 �0:100

2
64

3
75

R

G

B

2
64

3
75; ð9Þ

where the RGB color of each pixel is decoupled into its luminance (Y) and chromi-

nance (U,V). Sub-sampling the YUV image is then performed to take advantage of

the fact that the human visual system is more sensitive to changes in luminance than

chrominance. The image is compressed into 4:1:1, where the U and V images are re-

duced to a quarter of the size of the Y image (by averaging 2 · 2 pixel blocks). Next,

a forward DCT is applied to each 8 · 8 pixel block in the YUV image. The DCT co-
efficients are arranged (vectored) in order of increasing frequency. The YUV image is

then partitioned into a set of 16 · 16 pixel macroblocks, where each macroblock con-

tains a 16 · 16 pixel block of Y and the corresponding 8 · 8 blocks of U and V (4:1:1

reduced).

The quality factors assigned to the head/hands in the saliency map (attained from

the tracking and gesture recognition algorithms) are used to select the compression

level for the DCT macroblocks. The assigned quality values are {LOWLOW = back-
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ground, MEDIUMMEDIUM = non-gesturing-hands, and HIGHHIGH = gesturing-hands/face}. The

quality value for each macroblock is used to determine the number of DCT coeffi-

cients to retain for each 8 · 8 DCT sub-block (in Y,U,V) and also to select the cor-

responding quantization factor. Coefficients are dropped starting from the highest

frequency, and the remaining coefficients are divided by the assigned quantization
factor. To provide smoother degradation of quality for macroblocks near the face/

hand borders, the quality of each macroblock is linearly scaled from the background

quality to the region of interest (face/hands) quality based on the percentage of pixels

in the macroblock that are within the face/hand region ellipses.

Lastly, entropy encoding of the sequence is applied to provide further compres-

sion. Currently, we employ lossless Run-Length Encoding (RLE). Other possible

schemes include Huffman and Arithmetic Encoding. Since large portions of the scene

typically do not change much, we also utilize a general motion prediction scheme to
transmit less information for static regions in the scene. As our approach is object

and event driven, it may therefore be applicable to the MPEG-4 object layers spec-

ification.
6. Experimental results

To test the proposed approach, we examined three presentation video sequences
recorded from television (VHS quality). Each video is approximately 1000 frames in

length (33s), and contains a single person talking to the camera (or audience). We

first examined the tracking and gesture recognition approach. Next, we compressed

the videos with our differential encoder and compared the results to a uniform com-

pression method in a simple user study. The vision algorithms were implemented un-

der a Windows development environment using the optimized Intel IPL and

OpenCV libraries.

6.1. Tracking and gesture recognition results

For each video sequence, the segmentation and tracking results were quite robust,

yielding reasonable estimations for the face and hand locations in the video. A sam-

ple of the detection and tracking results is shown in Fig. 4 for the three video se-

quences. Notice that the camera–person distance is different in each video. Due to

the subjectivity of certain gestures, it is difficult to rate the success of the gesture

analysis method. One possibility would be to first have the sequences linguistically
transcribed and then compared to the event labels produced by our system. Instead,

we focused on detecting and reporting the more obvious macro-gestures. From man-

ual inspection, most of the prominent Iconic and Deictic gestures were correctly

identified. We show a few examples of correctly identified gestures in Fig. 5. In

Fig. 6, we show some gesture misclassifications that occurred when the hands were

believed to be away from the computed rest-state position (falsely determined to be

out of the frame). Most of the mirror and anti-symmetry hand movements were also

correctly identified, with only a few frames of misclassification throughout the se-



Fig. 4. Example segmentation and tracking results. (A) Video 1. (B) Video 2. (C) Video 3.

Fig. 5. Example Iconic and Deictic gestures detected.

Fig. 6. Misclassification of Iconic/Deictic gestures when the rest-state was falsely computed to be out of

the frame.
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quences. A detected anti-symmetry (opposite movement) gesture is shown in Fig. 7.

Several beat gestures were especially present in video sequence three, and two detect-

ed examples are shown in Fig. 8.

Though the overall tracking and gesture recognition approach performed reason-

ably well, it is important to note the shortcomings of the method. A potential prob-
lem with any color-based segmentation and tracking approach is that the algorithm

may give incorrect results when there are severe lighting changes. Fortunately, within

our domain of presentation videos, the imaging conditions are relatively stable. An-

other issue to be addressed is that the skin-color model was trained independently for

each sequence using only the first frame. Given a larger number of sequences, we

could construct a more generalized skin-color model to overcome this limitation.

Similarly, the tracking and gesture models were initialized with a manual segmenta-

tion of the face and hands in the first frame. Automatic bootstrapping could be ac-
complished using a model-based approach [30] or employing a face detection

algorithm [24,27]. Additionally, there is a possibility of handedness misclassification

during the tracking process when the hands join together then separate (potentially
Fig. 7. Example anti-symmetric (opposite) hand movements detected.

Fig. 8. Two example Beat gestures detected.
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reversing the left/right hand assignment), but this does not currently a pose problem

for our gesture recognition method as handedness is not formally encoded in the ges-

ture model. In the presence of any minor detection errors that may occur at ceratin

frames, the cost of the resulting increase in the overall bandwidth of the video is min-

imal. Therefore, the coding system is quite tolerant of errors in small portions of the
video.

6.2. Comparison of compression results

To evaluate if our differential video encoder (employing the tracking and gesture

results) would produce a noticeable visual improvement, we conducted a simple user

study comparing the output of our differential encoder to a uniform (flat) compres-

sion of the videos. To begin, we encoded the three video sequences with a uniform
compression method, where all macroblocks were assigned a low quality. Then we

compressed the original sequences with our differential method, with the quality

values {LOWLOW = background, MEDIUMMEDIUM = non-gesturing-hands, and HIGHHIGH = gestur-

ing-hands/face}. To generate differential file sizes comparable to (yet less than) the

uniform compression results, we set the quality of the background region in the

differential method to a value slightly less than the uniform compression quality.

The average KB/frame for the sequences using the uniform and differential compres-

sion methods were 3.02/3.02 for video 1, 1.31/1.29 for video 2, and 2.80/2.79 for
video 3. A single frame from each of the sequences for the two coding methods is

shown in Fig. 9 for comparison. Notice that the differentially compressed method

has fewer artifacts in the face and hand regions.
Fig. 9. Selected key frames from three video sequences comparing (A) uniform and (B) differential

compression.

(A) Uniform compression

(B) Differential compression
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We examined the compressed video sequences in a simple user comparison experi-

ment. Five subjects were shown the two versions of each video sequence side-by-side

(random left–right placement) and asked to selectwhich of the two sequenceswasmore

pleasing to watch. Our differentially compressed videos were always found to be more

desirable to watch than the uniformly compressed videos. Thus, even under the same
bandwidth constraints, our method produced more visually pleasing results.
7. Summary and future work

We presented a multidisciplinary approach to video coding that employs aspects

of computer vision, gesture analysis, and multimedia networking. The goal was to

develop a compression method for presentation videos (containing a single person
talking to the camera/audience) that retains higher resolution in the face and (gestur-

ing) hand regions to achieve low bit-rates while retaining high communicative sa-

lience.

Computer vision algorithms are initially employed to segment and track the face

and hand regions throughout the video sequence. Next, we performed gesture anal-

ysis of the hand trajectories to identify key Iconic, Deictic, and Beat gesture events.

The outputs of the vision and gesture modules are used by a differential DCT video

coder to compressed the face, hands, and background at different resolutions (with
the background assigned the lowest quality). As demonstrated, the proposed method

can reduce the non-informative background quality to compensate for the added res-

olution in the face and hand regions. We tested our approach with three different

presentation video sequences. The vision, gesture, and coding results were very en-

couraging. Under the same bandwidth limitations, the resulting differentially encod-

ed videos were unanimously selected over a uniform compression method by subjects

in a side-by-side comparison.

Since Internet traffic is constantly fluctuating, bandwidth availability is thus con-
tinuously changing. To adapt to this variability, our proposed video coder could

make use of the output of the vision and gesture algorithms to provide a better tem-

poral adaption to fluctuating bandwidth. For example, when the bandwidth avail-

ability drops, the video coder could choose to drop only the quality of the

background to retain the most communicative aspect of the video (face and hands).

When bandwidth availability increases, the video coder could then increase the qual-

ity of the background.

Our future work includes extending the regions of interest to include other non-
human content. For instance, in the case of distance learning, a white-board (or pro-

jector) region in the background could be selected (or recognized) as a special area

and thus could be encoded at a constant high resolution. The segmentation and

tracking algorithms could also be made more robust by integrating other techniques

employing shape, motion, and templates. We also would like to extend the method

to track multiple people in the scene. Since presentation videos also contain an audio

track, we could integrate the speech information into a multi-modal system to help

identity the gesture events more reliably [14,21,6].
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