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ABSTRACT

The emergence of grid and a new class of data-driven applications is making a new form of parallelism desirable, which we refer to as coarse-grained pipelined parallelism. This paper reports on a compilation system developed to exploit this form of parallelism. We use a dialect of Java that exposes both pipelined and data parallelism to the compiler. Our compiler is responsible for selecting a set of candidate filter boundaries, determining the volume of communication required if a particular boundary is chosen, performing the decomposition, and generating code. We have developed a one-pass algorithm for determining the required communication between consecutive filters. We have developed a cost model for estimating the execution time for a given decomposition, and a dynamic programming algorithm for performing the decomposition. Detailed evaluation of our current compiler using four data-driven applications demonstrate the feasibility of our approach.

1. INTRODUCTION

This paper focuses on language and compiler support for a relative new form of parallelism, which we refer to as coarse-grained pipelined parallelism. Here, the processing associated with an application is carried out in several stages. These stages are executed on a pipeline of computing units, each of which handles the intermediate results obtained from the previous stage. Typically, the first stage in this pipeline is the unit where the input data is available, and the last stage is where the final results are viewed.

Two recent trends are making this form of parallelism feasible and desirable. The first trend is the emergence of grid computing. A grid environment facilitates better sharing of data and compute resources. Particularly, the availability of data repositories and access to data collection instruments and sensors is creating a new scenario for execution of many applications.

The second trend is the emergence of a new class of data-driven or data-intensive applications. This class includes scientific data analysis, data mining, data visualization, and image analysis. These applications have so far not received much attention in the system software community. These applications are typically both compute and data intensive, and require fast or even interactive response time. Therefore, these applications are a suitable target for parallelization.

A coarse-grained pipelined execution model is a good match for execution of such data-driven applications in scenarios where the data is available on a repository or a data collection site on the internet, and the final results are required on a user’s desktop. It is usually not possible to perform all analysis at the site hosting such a shared data repository or a data collection instrument. Similarly, networking and storage limitations make it impossible to download all data at a single site before processing. Thus, the application needs to be broken into a process or stage that executes on the site hosting or collecting the data, one or more stages that execute on clusters or SMP machines, and a final stage that executes on the user’s local machine.

A number of challenges arise in developing data-driven applications executing in such an environment. The computation associated with an application needs to be decomposed into stages, paying attention to both the amount of computation in each of the stages and the volume of communication between them. Moreover, the decomposition decisions are dependent on the environment in which the application will be executed. Another problem is that the code for each of the processing stages needs to be written to iterate over a packet or buffer of data that is received from the previous stage. Finally, we need to exploit shared or distributed memory parallelism which may be available at one or more of the stages.

Thus, we believe that high-level language and compiler support for exploiting coarse-grained pipelined execution of data-driven applications is clearly needed. We are not aware of any previous work in this direction. Recently, some work has been done on runtime support and scheduling for pipelined parallelism [9, 39, 44], but not at the language/compiler level.

This paper describes and evaluates a compilation system we have been developing for exploiting coarse-grained pipelined parallelism for data-driven applications. Our language dialect exposes both the pipelined and data parallelism. Our work is based upon the observation that data-driven applications from many domains, including scientific data analysis, data mining, visualization, and image analysis, frequently involve generalized reductions. Thus, much of the
processing associated with different data elements is independent. Such applications are, therefore, not only suitable for execution in a pipelined fashion, but it is also feasible to exploit such parallelism through a compiler.

For code execution, we use a user-level middleware called DataCutter [11, 9]. DataCutter has been developed at the University of Maryland and the Ohio State University. DataCutter exports an interface for specifying parallelism in the form of a set of coordinating filters. A filter can interact with other filters only through a set of input streams and a set of output streams. Datacutter’s support for creating transparent copies allows exploitation of shared memory and distributed memory parallelism.

We have carried out a detailed evaluation of our current compiler using four data-driven applications. Two of these applications implement algorithms for isosurface rendering, which is one of the common visualization tasks. The two algorithms are based on z-buffer and active pixels, respectively. Another application is a key data mining kernel, k-nearest neighbor search, and the last application is virtual microscope, which processes digitized images.

The summary of the results obtained from our experiments is as follows. We compared compiler decomposed versions against versions that use pipelined parallelism in a default fashion, i.e., copy all data from source nodes to compute nodes, and perform all processing there. The compiler decomposed version was faster by between 10% and 30% for isosurface cases, by nearly 150% for k-nearest neighbors, and by nearly 40% for virtual microscope. The speedups obtained from increasing the width of the pipeline were near-linear, with the exception of a small query on virtual microscope. For k-nearest neighbors and virtual microscope, we also compared the compiler generated versions with manual implementation. For k-nearest neighbors, there was no significant difference in performance. For virtual microscope, the compiler generated version was slower by between 10% and 50%.

The rest of the paper is organized as follows. Background information on our target class of applications and the runtime system is given in Section 2. Section 3 then sketches our language dialect. In Section 4, we focus on the key compiler analysis phases. A number of issues related to code generation are briefly discussed in Section 5. Section 6 details the experimental results we have obtained. We compare our work with related research issues in Section 7, and conclude in Section 8.

2. BACKGROUND

In this section, we discuss the characteristics of our target class of applications. We then describe an existing runtime system for which our compiler generates code.

2.1 Target Data-Driven Applications

Our focus is on a variety of data-driven applications, arising in domains like scientific data analysis, data mining, visualization, and image analysis, and spanning both scientific and commercial interests.

Processing and analyzing large volumes of data plays an increasingly important role in many domains of scientific research. In many applications, because of computational and storage requirements, and to ensure fault tolerance and high availability, datasets are stored on storage systems distributed across a wide area network, creating a science data grid [35, 34]. The types of datasets that a data grid can store includes, among others, simulations of time-dependent phenomena that periodically generate snapshots of their state [14, 30, 40, 36, 31], archives of raw and processed remote sensing data [33, 27, 32], and archives of medical images [3, 15]. A variety of analysis and processing can be performed on these scientific datasets and images.

Business decisions today are increasingly driven by analysis of data. Various data mining and On Line Analytical Processing (OLAP) techniques are used in decision support systems. Grid technologies are driving the creation of virtual organizations, which comprise collections of institutions or entities sharing and analyzing information [17]. These virtual organizations can be expected to use a variety of business decision support functionalities that have been commonly used in centralized organizations. Thus, we expect that data mining and OLAP will be common operations performed in a grid environment.

Two obvious ways of executing an application that processes datasets available in grid-based data repositories are, downloading all data at the user’s local machine, or performing all computations at sites hosting data repositories. However, neither of these two options is feasible in most situations. Sufficient storage space and/or network bandwidth is not likely to be available to download all data. At the same time, a node hosting a data repository is not likely to offer sufficient computing power to execute the entire application.

Therefore, a natural option for executing these applications is to use a pipeline of computing resources, where the site hosting the data repository is the first stage and the user’s local machine where the results are required is the final stage. Typically, one or more clusters and/or SMP machines serve as the intermediate stage(s).

Mapping of our target class of applications to the pipelined model is facilitated by an important observation. Our study of a variety of scientific and commercial datasets shows that generalized reduction operations are very common in the processing structure. This observation applies across a large number of scientific data intensive applications [14, 30, 36, 31, 33, 27, 32], data mining algorithms [25] including association mining, clustering, and decision tree construction, OLAP applications involving algebraic and distributed aggregations [19], and key visualization algorithms such as the ones for isosurface rendering [29]. Processing for generalized reductions consist of three main steps: (1) Retrieving data items of interest, (2) Applying application-specific transformation operations on the retrieved input items, and, (3) Mapping the input items to output items and aggregating, in some application specific way, all the input items that map to the same output data item. Most importantly, aggregation operations involve commutative and associative operations, i.e., the correctness of the output data values does not depend on the order input data items are aggregated. For simplicity, we can refer to the first two steps as local processing, and the third step as global combination.

The common structure described above has an important implication. Different steps involved in local processing can be performed independently on different sections of data. This enables exploitation of pipelined parallelism, as well as shared memory or distributed memory parallelism available at an intermediate stage of the pipeline.

2.2 DataCutter Runtime System

Our compiler targets a user-level middleware called DataCutter [11, 9]. DataCutter has been developed at the University of Maryland and the Ohio State University. DataCutter supports processing over distributed, heterogeneous environments by allowing decomposition of application-specific data processing operations into a set of interacting filters. By generating code for the filterstream interface that DataCutter supports, our compiler avoids dealing with many low-level tasks, like process initiation and interprocess communication. Moreover, DataCutter’s support for transparent copies of filters allows flexible shared memory or distributed
memory parallelization.

In the filter-stream programming model, an application is represented as a set of interacting components, referred to as filters. Data exchange between any two filters is described via streams. The interface for filters consists of an initialization function (init), a processing function (process), and a finalization function (finalize). A stream is an abstraction used for all filter communication, and specifies how filters are logically connected. All transfers to and from streams are through a provided buffer abstraction. A buffer represents a contiguous memory region containing useful data. Streams transfer data in fixed size buffers. Filter operations progress as a sequence of cycles, with each cycle handling a single application-defined unit-of-work. A work cycle starts when the filtering service calls the filter init function, which is where any required resources such as memory or disk scratch space are pre-allocated. Next the process function is called to continually read data arriving on the input streams in buffers from the sending filters. The finalize function is called after all processing is finished for the current unit-of-work, to allow release of allocated resources such as scratch space.

DataCutter also provides support for transparent copies. Transparent copies allow a finer level of parallelism via multiple copies of a single filter. The filter runtime system maintains the illusion of a single logical point-to-point stream for communication between a logical producer filter and a logical consumer filter. When the logical producer or logical consumer is transparently copied, the system decides for each producer which copy to send a stream buffer to. Schemes like round-robin allocation are used to achieve load balancing.

3. LANGUAGE DIACLECT

We use a Java-like language, with a set of constructs to expose both the pipelined and data parallelism to the compiler. This section describes the set of constructs we use. To explain this set of constructs, we use isosurface construction with z-buffers as an example. The outline of the code using this example is shown in Figure 1.

Isosurface rendering is a key visualization problem [29]. The input to an isosurface construction algorithm is a three-dimensional grid, a scalar isosurface value, and a two-dimensional viewing screen with an angle associated with it. A scalar value is associated with every point in the grid. Typically, it denotes a certain physical property such as density or pressure. The goal is to view a surface, as seen from the given viewing angle, which captures the points in the grid where the scalar value matches the given isosurface value. Such a surface is referred to as the isosurface.

The following steps are used. The grid is processed as a set of cubes, where a scalar value is associated with each corner point. If the isosurface value is greater or lower than the values at each of the eight end points of the cube, it is assumed that the isosurface does not pass through this cube. Otherwise, a set of triangles is generated to approximate the surface passing through the cube.

Next, each such triangle is transformed from the original grid coordinates to the viewing coordinates. Then, it is projected to a two-dimensional image plane (the screen) and clipped to the screen boundaries. Subsequently, the triangles (polygons after the above processing) are accumulated onto a z-buffer. A z-buffer stores a color and distance associated with each pixel or point in the 2-dimensional viewing screen. As polygons are accumulated onto a z-buffer, the color associated with the least distance is chosen.

Overall, this algorithm is well suited for execution in a pipelined fashion. The processing associated with different cubes and triangles is independent. Moreover, after triangles are extracted from a set of cubes, these triangles can be processed independent of the other cubes. Similarly, after triangles are processed to extract polygons, these polygons can be accumulated independent of other triangles or polygons. The accumulation function is associative and commutative, i.e., the final result obtained does not depend upon the order in which triangles or polygons are processed.

The language constructs we use expose the above facts to the compiler. Our constructs include both data parallel constructs, and a special construct to denote the feasibility of performing pipelined processing. Initially, we review the data parallel constructs.

We borrow two concepts from object-oriented parallel systems like Titanium [45] and HPC++ [12].

- A Rectdomain is a collection of objects of the same type. Moreover, each object belonging to such a collection has a coordinate associated with it, which belongs to a pre-specified rectilinear section.
- The foreach loop iterates over objects in a rectdomain, and has the property that the order of iterations does not influence the result of the computations. We further extend the semantics of foreach to include the possibility of updates to reduction variables, as we explain later.

In our isosurface example, one-dimensional Rectdomains are used to denote collections of cubes, triangles, or polygons. The foreach loop is used to imply that the order of processing each cube, triangle, or polygon, does not impact the correctness of the result.

To denote that accumulation onto a z-buffer involves associative and commutative operations, we introduce a Java interface called Reducinterface. Any object of any class implementing this interface acts as a reduction variable [22]. The semantics of a reduction variable are analogous to those used in version 2.0 of High Performance Fortran (HPF-2) [22] and in HPC++ [12]. A reduction variable has the property that it can only be updated inside a foreach loop by a series of operations that are associative and commutative. Furthermore, the intermediate value of the reduction variable may not be used within the loop, except for self-updates.

The goal of the above three extensions is to give the compiler information about independent collections of objects (with no aliasing between the elements), parallel loops and reduction operations. Though it is possible that advanced compilation techniques may be able to infer some or all of this information automatically, for the purpose of focusing our research effort on issues related to filter decomposition and pipelined execution, we have chosen an experimental framework that explicitly provides this information.

The construct PipelinedLoop is used to capture the processing associated with each packet. The processing associated with each packet is assumed to be independent, except for updates to any object that belongs to a class that implements the Reducinterface. The size of each packet can be chosen at runtime. This is expressed through the prefix runtime_define to the variable num_packets.

In the code shown in Figure 1, the set of input cubes is divided into runtime_define_num_packet packets. Each such packet is processed independently, and a z-buffer is allocated and updated for each packet. Subsequently, the z-buffers computed from each of the packets are merged together. The z-buffer onto which all intermediate z-buffers are merged is defined to implement the Reducinterface, denoting that this merge is associative and commutative.

Though the above constructs make pipelined and data parallelism known to the compiler, the compiler input code is much simpler in several ways than the filter-stream code that DataCutter requires. First, the boundaries between the filters are not specified in the input code. These can be chosen by the compiler with the knowledge
of the target execution environment. Second, the input code assumes a global address space. In comparison, the code for each filter that our compiler generates involves iterating over a buffer (a linear set of bytes) that is received from another filter. Third, the programmer does not need to worry about what values will be communicated if a particular boundary is used, instead, this is determined by the compiler.

4. COMPILER ANALYSIS

This section focuses on various phases of analysis performed by our compiler. We give an overview of the compilation problem, describe our algorithm for communication analysis, state our cost model, and then describe an algorithm for filter decomposition.

4.1 Overview of the Compilation Problem

We focus on a single loop that iterates over a set of packets. Within this loop, there may be several foreach loops, including one or more loops that update a reduction object. We have a pipeline of available computing resources. The first element in this pipeline is always the data repository or data source, i.e., the computing unit where data is available. The last element in this pipeline is where the final results are desired. We denote the computing units in the pipeline by \( C_1, \ldots, C_m \). The connection between units \( C_i \) and \( C_{i+1} \) is denoted by \( L_i \).

Given such a loop over a set of packets and a computing environment described above, we want to compute a mapping between the computation in the loop to the computing units in our pipeline. Stated in terms of our target runtime system DataCutter, we want to decompose the computation into a set of \( m \) filters, and place one filter on each unit in the pipeline.

Several problems need to be addressed here. First, we need to select a set of candidate points within the loop, each of which can serve as a filter boundary. Second, we have to choose \( m - 1 \) filter boundaries among the candidate filter boundaries. The compiler may have to extract information from the program to make the above decision. Finally, given the \( m - 1 \) filter boundaries, we need to generate code for each of the \( m \) filters.

We currently consider three types of candidate filter boundaries: 1) Start and end of a foreach loop, 2) A conditional statement, either inside or outside a foreach loop, and 3) Start and end of a function call within a foreach loop. We also assume that any loop that is not a foreach loop must be completely inside a single filter. In our target class of applications, such loops typically did not enclose a significant amount of computation, and therefore, this restriction did not limit us in anyway.

We represent the set of candidate filters boundaries and the code between those by a candidate filter boundary graph. The nodes in this graph are the candidate filter boundaries, with the exception of a start node that pre-dominates all other nodes, and an end node that post-dominates all other nodes. An edge in this graph con-
nects two candidate filter boundaries that are adjacent, i.e., control in the original code can flow from the first boundary to the second boundary, without reaching any other candidate filter boundary. If there are candidate filter boundaries within a foreach loop, we perform loop fission and create separate foreach loops. This ensures that there are no candidate boundaries inside a foreach loop. With such loop fission, and because we require any other kind of loop to be completely enclosed inside a filter, the candidate filter boundary graph is always acyclic. A flow path in this graph is defined to be any path from the start node to the end node.

Given any flow path in our graph, we want to select \( m - 1 \) filter boundaries. Our objective inselecting these \( m - 1 \) filter boundaries is to minimize the total execution time for the pipeline. For this purpose, the compiler needs to extract the set of values that will be communicated if a particular candidate filter boundary is selected. The same information is also required for code generation. Analysis for this is presented in the next subsection.

Note that in our current work, we only perform static decomposition of the problem, i.e., the mappings of the tasks to the computing units is not changed during the execution. While this is reasonable for our current set of target applications, it could limit performance in some cases. Considering dynamic decomposition of the problem will be a topic for our future work.

### 4.2 Required Communication Analysis

We now present a one-pass algorithm for determining the required communication across all candidate filter boundaries.

Consider two consecutive candidate filter boundaries, \( f_1 \) and \( f_2 \), and let \( b \) be the code between these. We use the following terms. \( \text{Gen}(b) \) denotes the set of values that have been defined in the code section \( b \) and are still live at the end of \( b \). \( \text{Cons}(b) \) is the set of values that are used in \( b \), and are not defined in \( b \). \( \text{ReqComm}(f_1) \) and \( \text{ReqComm}(f_2) \) denote the communication required at potential filter boundaries \( f_1 \) and \( f_2 \), respectively. In our model, all communication occurs only between two consecutive filters. Then, we have

\[
\text{ReqComm}(f_1) = \text{ReqComm}(f_2) - \text{Gen}(b) + \text{Cons}(b)
\]

At the end of the last filter in the candidate filter boundary graph, \( \text{ReqComm} \) is initialized to be the null set. Thus, using the above equation, and computed values of \( \text{Gen}(b) \) and \( \text{Cons}(b) \) for code segment between each pair of consecutive filter boundaries, we can determine \( \text{ReqComm} \) for each candidate filter boundary using just a single pass over the candidate filter boundary graph.

After computing these terms, we select only a subset of the filter boundaries. An important observation is that the term \( \text{ReqComm}(f_i) \) computed as stated above still holds correct even if a filter boundary is not inserted at \( f_2 \). To explain this, we consider a series of three consecutive candidate filters in our graph, \( f_1, f_2, \) and \( f_3 \), with code segments between them denoted as \( b_1 \) and \( b_2 \). \( \text{ReqComm}(f_2) \) is computed using \( \text{ReqComm}(f_3) \) and the code segment \( b_2 \). Subsequently, \( \text{ReqComm}(f_1) \) is computed using \( \text{ReqComm}(f_2) \) and the code segment \( b_1 \).

Now, suppose, after our analysis, we insert filter boundaries only at \( f_1 \) and \( f_3 \), i.e., the code segments \( b_1 \) and \( b_2 \) are put in the same filter. The computed value of \( \text{ReqComm}(f_1) \) is still correct. This is because any value required for correct execution for the code in the segment \( b_2 \) is either generated inside the code segment \( b_1 \), or in code segment before \( f_1 \). In the former case, it does not need to be communicated any more, and in the latter case, it is captured in \( \text{ReqComm}(f_1) \) computed originally.

Computing \( \text{ReqComm} \) sets requires the terms \( \text{Gen} \) and \( \text{Cons} \) for each code segment that falls between two consecutive filter boundaries. We use a simple one pass algorithm that assumes structured control flow. Thus, the entire analysis for determining \( \text{ReqComm} \) at each filter boundary can be performed using only a single pass over the program. Though our current implementation is in an off-line compiler, the analysis of the type described here is likely to be implemented in Just-In-Time (JIT) compilers. Therefore, the efficiency of analysis is important.

**Figure 2: Computing Generated and Consumed Sets Using a Single Pass**

The analysis performed on a code segment that falls between two consecutive filter boundaries is shown in Figure 2. We view the code segment \( b \) as a sequence of statements. A statement can be either an assignment statement, a conditional statement, or a loop. Our algorithm traverses this sequence of statements in the reverse order. Initially, both \( \text{Gen}(b) \) and \( \text{Cons}(b) \) are initialized to be null sets.

For an assignment statement \( s \), \( \text{LHS}(s) \) denotes variables modified by \( s \) and \( \text{RHS}(s) \) denotes all variables used by \( s \). A variable that is given a value in this statement is added to the \( \text{Gen}(b) \) set and removed from the \( \text{Cons}(b) \) set. Any variable that is used in this statement is added to the \( \text{Cons}(b) \) set. We assume that (potentially conservative) alias information is available. In updating the \( \text{Gen}(b) \) set, we use the must alias information, i.e., a variable can only be added to this set if it is definitely defined. In updating the \( \text{Cons}(b) \) set, we use the may alias information, i.e., any variable that could potentially be used is added to this set.

A conditional statement \( s \) inside the code segment \( b \) is handled as follows. First, we independently analyze the set of statements inside the conditional block. The set of variables \( \text{Cons}(s) \) is added to the set \( \text{Cons}(b) \). However, the set \( \text{Gen}(s) \) cannot be added to the set \( \text{Gen}(b) \), since the statements in the block \( s \) are enclosed in a conditional. Note that a variable that is both defined and used in the block \( s \) does not get added to the \( \text{Cons}(b) \) set.

For handling loops, we assume that a loop cannot be executed for zero iterations. We compute \( \text{Gen}(s) \) and \( \text{Cons}(s) \) set for the loop body. If the variables in these sets are accessed using a function of the loop index, we replace these variables by rectilinear sections, derived from loop bounds. Then, the set \( \text{Gen}(s) \) is added to the set \( \text{Gen}(b) \) and removed from the set \( \text{Cons}(b) \). The set \( \text{Cons}(s) \) is added to the set \( \text{Cons}(b) \).

There are two important aspects of our analysis that are not shown in Figure 2. First, our analysis is applied interprocedurally. The...
main issue in doing this is changing variable names from actual parameters to formal parameters and vice-versa. Note that we perform context-sensitive analysis, i.e., a procedure included in multiple code segments is analyzed independently each time.

Second, in storing and manipulating Gen and Cost sets, we use rectilinear sections, whose bounds may only be available symbolically. We also keep track of fields of classes and handle nested classes.

4.3 Cost Model

Once the required communication across any potential filter boundary is known, we want to decompose the loop over a set of packets into a set of filters. The goal in performing this decomposition is minimizing the predicted execution time. We now present the cost model we use for this purpose.

Recall that we have a pipeline of \( m \) computing units, denoted by \( C_1, \ldots, C_m \) and the connection between units \( C_i \) and \( C_{i+1} \) is denoted by \( L_i \). Consider any path from beginning to end in the candidate filter boundary graph. Suppose, we have \( n \) candidate filter boundaries, denoted by \( b_1, \ldots, b_n \). We assume that \( n > m - 1 \), otherwise the problem becomes trivial.

The goal of the filter granularity analysis is to produce a mapping \( L_i \to j, 1 \leq i \leq m - 1, 1 \leq j \leq n \), which denotes that the candidate filter boundary \( b_j \) is inserted between the computing units \( C_i \) and \( C_{i+1} \).

Given such a filter decomposition, we want to estimate the total execution time of the entire loop over the set of packets. This depends upon the computation performed over the \( m \) computing units, as well as the communication performed over \( m - 1 \) links. We assume that each packet is of the same size, each computing unit offers the same performance throughout the computation, and each link offers the same bandwidth. In this case, either the same computing unit or the same link will be the bottleneck for each packet, i.e., each packet will spend the most time there.

Thus, the total execution time comprises two components, the time taken by one packet to reach from the start of the pipeline to the end, and the time taken by all but one packet at the bottleneck. Let the loop iterate over \( N \) packets, the time spent by one packet at the computing unit \( C_i \) be denoted by \( T(C_i) \) and the time spent by one packet in the link \( L_i \) be denoted by \( T(L_i) \). Then, if the computing unit \( C_k \) is the bottleneck, the total execution time is

\[
(N - 1) \times T(C_k) + \sum_{i=1}^{m} T(C_i) + \sum_{i=1}^{m-1} T(L_i)
\]

Alternatively, if a link \( L_k \) is the bottleneck, the total execution time is given by

\[
(N - 1) \times T(L_k) + \sum_{i=1}^{m} T(C_i) + \sum_{i=1}^{m-1} T(L_i)
\]

For estimating the computation and communication times, we currently use simple models. Computation time is determined using the number of floating point and integer operations in the code and the processing power available at each computing unit. The communication time is determined using the volume of the data communicated and the bandwidth available.

4.4 Filter Decomposition

To solve the filter decomposition problem optimally, a brute-force approach is to consider all combination of \( m - 1 \) filter boundary placements over \( n \) candidates, and choose the one with the lowest estimated execution time. In this approach, there are a total of \( C_{n+m-1}^m \) placements that will need to be evaluated. This term is exponential in the value of \( m \). However, as we will show in this section, dynamic programming can be used to solve the problem efficiently and accurately.

We formulate the problem as follows. We have \( m \) computing units in a pipeline \( C_1, \ldots, C_m \), which are connected by \( m - 1 \) communication links \( L_1, \ldots, L_{m-1} \). We also have \( n \) candidate filter boundaries, which divide the entire program into \( n+1 \) atomic filters \( f_1, \ldots, f_{n+1} \). Now, we want to make the decision about how to put these \( n+1 \) atomic filters over the \( m \) computing units, such that the total execution time for the pipeline is minimal. To get the final results on the last computing unit \( C_m \), we can either put the last atomic filter \( f_{n+1} \) on it, or we can finish all the computations in the first \( m - 1 \) computing units and then communicate the final results to \( C_m \). Similarly, after determining the placement of the filter \( f_{n+1} \), say on \( C_m \), we can either put filter \( f_n \), or we can finish all the work from \( f_1 \) to \( f_n \) before the computation reaches \( C_m \), then forward the results of \( f_n \) to \( C_m \).

Let \( T[i, j] \) denote the minimum cost of doing computations up to \( f_i \) on computing units \( C_1, \ldots, C_j \), while the results of \( f_i \) are on \( C_j \). That is to say, we insert the candidate filter boundary \( b_i \) between computing unit \( C_j \) and \( C_{j+1} \). Thus, the lowest cost of completing all \( n+1 \) filters on \( m \) computing units would be \( T[n+1, m] \).

We can define \( T[i, j] \) recursively as follows. The atomic filter \( f_i \) can either be placed on \( C_j \) while all computations up to \( f_{i-1} \) are completed before it, or it can be finished on previous \( j-1 \) computing units and the results be forwarded to \( C_j \). So, we have

\[
T[i, j] = \min \{ T[i - 1, j] + \text{CostComp}(P(C_i), Task(f_i)) \}
\]

\[
T[i, j - 1] + \text{CostComp}(B(L_{j-1}), Vol(f_j))
\]

Here, the function \( \text{CostComp} \) takes the power of a computing unit and the computation task of a filter as inputs, and returns the time of execution. The function \( \text{CostComp} \) takes bandwidth of a communication link and the communication volume as parameters, and outputs the time of communication. For the computing unit \( C_i \), the computing power is denoted by \( P(C_i) \), and for the link \( L_j \), the available network bandwidth is denoted by \( B(L_j) \).

Our algorithm is presented in Figure 3. In order to calculate \( T[n+1, m] \), the algorithm needs to fill in all cells in the \( (n+2) \times (m+1) \) matrix. Since it takes \( O(1) \) time to compute each cell, the total execution time of the algorithm is \( O(nm) \).

Even though we use a \( (n+2) \times (m+1) \) matrix to record \( T[i, j] \) in the algorithm, we only need to consider the values in \( T[i - 1, j] \) and \( T[i, j - 1] \) for computing \( T[i, j] \). Also, we can store back \( T[i, j] \) in the cells used by \( T[i - 1, j] \) after \( T[i, j] \) is computed. Thus, the algorithm only has a space complexity of \( O(m) \).

5. Code Generation Issues

This section focuses on some of the code generation issues that were addressed in our compiler implementation.

After the set of boundaries has been selected, the compiler needs to generate code for each filter. In our model, each filter has one input stream, with the exception of the filter that reads from the data source itself. Also, each filter has one output stream, with the exception of the filter that generates the final results. The following two challenges arise. First, we need to decide how the data communicated from one filter to another is packed. Second, we need to generate code for each filter that receives and unpacks from the input stream, performs the computations, and then packs data for the output stream.

As described in Section 4.2, our communication analysis phase generates the \( \text{ReqComm} \) sets, which denote the communication required between each pair of consecutive filters. Let the code inside a filter \( f \) comprise of code segments \( b_1, \ldots, b_k \) between
Decompose {
   Inputs:
   A sequence of \( n + 1 \) candidate filters \( f_1, \ldots, f_{n+1} \) which are devided by \( n \) filter boundaries \( b_1, \ldots, b_n \)
   A sequence of \( m \) computing units \( C_1, \ldots, C_m \) with computing powers \( P(C_1), \ldots, P(C_m) \)
   A sequence of \( m - 1 \) network links \( L_1, \ldots, L_{m-1} \) with bandwidths \( B(L_1), \ldots, B(L_{m-1}) \)
   Goal:
   \[ T[n + 1, m] \]
   \{*
   \textit{init} *
   \}
   for \( j \leftarrow 0 \) to \( m \)
   \[ T[0, j] = 0 \]
   for \( i \leftarrow 0 \) to \( n + 1 \)
   \[ T[i, 0] = \infty \]
   \[ T[1, 1] = \text{Cost}_\text{comp}(P(C_1), \text{Task}(f_1)) \]
   \{*
   \textit{compute} \( T[1,j], j = 2, \ldots, m *\)
   \}
   for \( j \leftarrow 2 \) to \( m \)
   \[ T[1,j] = \min\{ T[1,j-1] + \text{Cost}_\text{comm}(B(L_{j-1}), \text{Vol}(f_1)), T[0,j] + \text{Cost}_\text{comp}(P(C_j), \text{Task}(f_1)) \} \]
   for \( i \leftarrow 2 \) to \( n + 1 \)
   for \( j \leftarrow 1 \) to \( m \)
   \[ T[i,j] = \min\{ T[i,j-1] + \text{Cost}_\text{comm}(B(L_{j-1}), \text{Vol}(f_j)), T[i-1,j] + \text{Cost}_\text{comp}(P(C_j), \text{Task}(f_i)) \} \}
}

Figure 3: Dynamic Programming Algorithm for Filter Decomposition

consecutive candidate filter boundaries. By processing the sets \( \text{Cons}(b_1), \ldots, \text{Cons}(b_k) \), we can compute the set \( \text{Cons}(f) \), which denotes the values that are consumed inside the filter \( f \).

Initially, we focus on how the code for each filter is generated. Consider the code in the input language that corresponds to this filter. We primarily focus on collections of objects that are read or written in a foreach loop in this code. Let \( T \) be a class whose collection is accessed inside a foreach loop. We initially determine all fields of \( T \) that are read or written in the code for this filter.

Then, we create a new class \( \mathcal{T} \) which includes only these data fields. Before executing an iteration of the foreach loop, we allocate an object of type \( \mathcal{T} \). Then, any fields of \( \mathcal{T} \) that are communicated from the previous filter are unpacked from the received packet and copied to the allocated object.

Next, we discuss how our compiler decides to pack the elements within the set \( \text{ReqComm} \). Suppose, for example, the class \( T \) has two fields, \( x \) and \( y \), that are communicated, and each packet includes \( \text{count} \) objects of type \( T \). In this simple case, there are two ways in which the packet can be arranged. The first will be

\[ < \text{count}, t_1, x, t_1, y, \ldots, t_\text{count}, x, t_\text{count}, y > \]

and is referred to as the \textit{instance-wise} method. The second will be

\[ < \text{count}, \text{offset}1, t_1, x, \ldots, t_\text{count}, x, t_1, y, \ldots, t_\text{count}, y > \]

and is referred to as the \textit{field-wise} method. The value \text{offset}1 denotes the offset for getting the first instance of the field \( y \), and is stored for easing the unpacking. For more general examples, where multiple classes, more than two fields, and/or nested classes are involved, we can use a combination of these two basic methods.

If a field is included in the set \( \text{ReqComm} \) at the boundary of two filters \( f_1 \) and \( f_2 \), it could be used in \( f_2 \), or in any of the filters following \( f_2 \). In the former case, the field belongs to the set \( \text{Cons}(f_2) \), and in the latter case, it does not. If two or more fields are used in \( f_2 \), then it is clearly more efficient to pack them in the instance-wise fashion. However, if one field is used in the receiving filter, and another is packed again and sent to the next filter, then the field-wise method turns out to be more efficient. In parts (a) and (b) of Figure 4, we show unpacking code for instance-wise and field-wise methods, respectively.

Thus, for packing fields of objects, we use the following approach. For each filter that has an output stream, we sort the fields of classes by the first filter whose \( \text{Cons} \) set they belong to. The fields that are used for the first time in the same filter are packed in the instance-wise fashion. For the fields that are used for the first time in different filters, we use the field-wise fashion, sorting by the order in which they are first read.

Figure 4, part (c), shows code for a filter that involves both unpacking and packing. Here, the input includes three fields \( x, y \) and \( z \) from class \( T \), among which \( x \) and \( z \) are used by the current filter, thus packed together in the instance-wise fashion. Because the field \( y \) is used by later filters, so it is packed separately in the field-wise fashion. After processing, the current filter creates a new data-structure \( s_{\text{list}} \), whose \( x \) field is required by one of the following filters. Together with \( T.y, s_{\text{list}}.x \) is packed as field-wise and forwarded.

6. EXPERIMENTAL RESULTS

The techniques described in this paper have been implemented in a prototype compiler, which is based on the Titanium [45] infrastructure. This section reports the results we obtained from our current compiler. Initially, we describe the applications we used, the versions we created, and the configurations in which the applications were executed. Then, we present the results obtained from each of the applications.

6.1 Applications

We have used four data-driven applications. Two of these applications implement algorithms for \textit{isosurface rendering}, which is one of the common visualization tasks. The third algorithm is a key data mining kernel, \( k \)-nearest neighbor search, and the last application is \textit{virtual microscope}, which processes digitized images.

We now describe these applications in more details. The basic isosurface rendering problem was described in Section 3. Z-buffer and active pixels are two of the popular algorithms used for this purpose [29]. The initial steps, i.e. extraction of triangles and transformations on triangles, are identical in these two algorithms.
However, they differ significantly in how the triangles or polygons are projected to a screen. In the z-buffer approach, an image is created corresponding to a set of triangles in a packet or on a processor. Then, these z-buffers or images are merged to create the final image. The active pixel algorithm removes some of the computational and memory inefficiencies associated with the z-buffer algorithm. Essentially, it uses a sparse representation of the dense z-buffer, and avoids allocating, initializing, or communicating a full z-buffer. In our discussion, they are referred to as avoids allocating, initializing, or communicating a full z-buffer.

Essentially, it uses a sparse representation of the dense z-buffer, and memory inefficiencies associated with the z-buffer algorithm. We implemented these two algorithms using our language dialect. In our input language, the code in our input language dialect for both knn and vmscope was relatively small, i.e., under 200 lines.

### 6.2 Experiment Design

Our overall goal was to demonstrate that compiler generated pipelined code is efficient, and can effectively use a pipeline of computing units.

In the long run, we expect that pipelined parallelism can be exploited in wide-area networks. However, this is going to require high bandwidth networks and certain level of quality of service support. Recent trends are clearly pointing in this direction, for example, the five sites that are part of the NSF funded Teragrid project expect to be connected with a 40 Gb/second network [38]. However, for our study, we did not have access to a wide-area network that gave high bandwidth and allowed repeatable experiments. Therefore, all our experiments were conducted within a single cluster. We assumed that input data is available on only a single node. The cluster we used had 700 MHz Pentium machines connected through Myrinet LANai 7.0.

We used three different pipeline configurations. In the first configuration, the data is available at a single node, another node is available for computations, and the results are required at yet another node. This configuration is designated as the 1-1-1...
uration. In the second configuration, data is available at 2 nodes in the cluster, another 2 nodes are available for computations, and the final results are required at another node. This configuration is designated as the 2-2-1 configuration. In the third configuration, referred to as the 4-4-1 configuration, data is available at 4 nodes, another 4 nodes are available for computations, and the final results are required at another node. These three configurations are also referred to as configurations with pipeline widths of 1, 2, and 4, respectively.

To evaluate our compiler, we created two or three versions for each of our applications. One version is denoted as Default, and reflects a simple way of using pipelined parallelism. Here, the nodes hosting the data only read the data and transmit it to the compute nodes. The final results are generated on these compute nodes, and then copied on the node where they are viewed. Our experiments contrasted these versions with versions in which more intelligent decomposition is performed by the compiler. Such latter versions are referred to as Decomp. Typically, these version performed more computations on either or both of the data source nodes and the node where the results were required, and reduced the volume of data that had to be communicated between the nodes. For knn and vmscope, we also compared the performance of compiler generated code with the manually written DataCutter codes, where similar decomposition was performed. For these two applications, the compiler and manual versions are referred to as Decomp-Comp and Decomp-Manual, respectively.

6.3 Isosurface Algorithms

We now describe the results we obtained from the two isosurface algorithms, z-buffer and active-pixels.

We used two datasets to evaluate both of these algorithms. These datasets were generated by an environmental simulator ParSSim [4] and were previously used by Beynon et al. in the context of DataCutter [10]. These datasets comprised grid data for 10 time-steps, and were 1.5 GB and 6 GB, respectively. The two datasets are referred to as small and large datasets. We report experiments on processing a single time-step, the data corresponding to which is 150 MB and 600 MB, respectively.

As we stated previously, we created two versions, Default and Decomp, for both the algorithms. We did not have access to
comparable manual versions. The Default version reads data in packets, each of which comprises a set of cubes, from the nodes hosting data and copies them to compute nodes. Compute nodes receive data in packets, and perform all processing. In the Decomp version, the compiler places some preprocessing of the cubes at the nodes where the data is. In particular, a loop that checks whether all corners of a cube have an isosurface value greater or lower than the specified isosurface value is placed at data nodes. Besides reducing the amount of computation that needs to be performed on compute nodes, this reduces the volume of data that needs to be copied from data nodes to compute nodes.

Figure 5 shows experimental results from z-buffer, using the small dataset. We show results on three configurations, 1-1-1, 2-2-1, and 4-4-1. Compiler based decomposition consistently gives 20% improvements on all three configurations. By increasing the width of the pipeline, we get significant speedups. With a width of 2, the compiler decomposed version gives a speedup of 1.92, and with a width of 4, the speedup is 3.34.

Figure 6 shows experimental results from z-buffer, using the larger dataset. Again, the performance improvements from the compiler decomposed versions are between 20% and 25%. For the compiler decomposed version, a speedup of 1.99 is obtained with the pipeline width of 2, and a speedup of 3.82 is obtained with the pipeline width of 4.

The results from active-pixel algorithm are presented in Figures 7 and 8. We see almost the same trends. The Decomp versions outperform the Default versions by between 15% and 25%. The speedups obtained from increasing the width of the pipeline are quite close to linear.

6.4 k-nearest Neighbor

For our experiments with knn, we used a 108 MB dataset comprising 4.5 million three-dimensional points. We used two test cases, with values of k being 3 and 200.

We used three versions. In the Default version, all input data is forwarded in packets to compute nodes. In both Decomp-Comp and Decomp-Manual versions, the volume of data to be transmitted is reduced. These two versions only differed in how the data received in a packet was iterated on.

The results are presented in Figures 9 and 10. In both the test
The results from the small and large queries are presented in Figures 11 and 12, respectively. For small query, the amount of data processed is quite small. It is hard to achieve a good load balance between the different data nodes and the different compute nodes. As a result, the speedups are very limited. With a pipeline width of 1, the Decomposition-Comp version is slower than the Decomposition-Manual version by nearly 20%, but is faster than the Decomposition-Comp version by nearly 40%. The same trend is seen between these versions as the pipeline width is increased, but the relative differences are smaller. This is because load imbalance is the biggest factor contributing to the performance in these cases.

The main difference between compiler generated and manual code is as follows. In this application, only every $subsample^{th}$ element along each dimension is picked from the original image. In the compiler generated version, a conditional is used for this purpose whereas the manual version simply uses a stride in reading from input buffers. Since the application does not involve a lot of computation, this made a significant difference in the performance.

For large query, a good load-balance could be obtained, and therefore, good speedups were obtained. However, because of a larger subsampling factor, the differences between manual and compiler versions are even larger. The compiler decomposed version is consistently faster than the default version by nearly 40%.

7. RELATED WORK

We are not aware of any previous work on developing language and compiler support for coarse-grained pipelined parallelism, or for data-driven applications in a distributed environment.

Several efforts have targeted runtime support for coarse-grained pipelined parallelism. The Stampede project [39] has focused on interactive multimedia applications, which have several common characteristics with the applications we have targeted. The support offered is in the form of cluster-wide threads and shared objects. They do not include high-level language or compiler support, but can handle more dynamic applications. Yang et al. have developed a scheduler for vision applications which are executed in a pipelined fashion within a cluster [44]. They include support for meeting real-time constraints, but require low-level programming of applications.

Several other projects offer support which is somewhat similar to our target runtime system, DataCutter. This includes the Remos project from CMU and active streams and related efforts from Georgia Tech [13, 24, 37]. We believe that the techniques we are developing can also be used to offer high-level interface to these systems.

Our work has some similarities with the StreamIt effort at MIT [41]. Though the set of applications that have been experimented with are different, streaming applications have some similarities with the data-driven applications we are targeting. Our language is at a higher-level, but we can only handle applications that involve generalized reductions. Also, the target architecture of the two efforts are quite different.

There is very little compiler work in the context of grid computing. One other project that we are aware of is from Advet et al. [1]. They have focused on language and compiler support for adapting applications to resource availability in a distributed environment. In comparison, our work focuses on a very different set of applications. We require fewer extensions in our language support, but do not include the support for modifying the precision of computation in adapting to resources. The GrADS Project focuses on opti-
mizing programs that invoke functions from standard libraries [7]. In comparison, our focus is on exploiting coarse-grained pipelined parallelism that we defined earlier. The grid computing community has generally focused on providing services, protocols, low-level APIs, system-level middleware systems and user-level middleware systems [5, 8, 16, 18, 20, 28, 43]. In the past, several research projects have focused on the use of heterogeneous environments for parallel computing. A representative project is HenCE [6]. Our work is distinct in supporting a high-level language that hides heterogeneity from the programmers.

A significant part of the analysis our compiler performs is communication analysis. Though communication analysis has been studied extensively as part of SPMD compilers [2, 23], our analysis is different because of supporting a different form of parallelism. A large body of work exists on compiler support for instruction-level or fine-grained pipelined parallelism [26]. Our work considers a very different target environment. Wang et al. have worked on analysis of communication pipelines [42]. The cost model we have used is derived from their work.

8. CONCLUSIONS AND FUTURE WORK

In this paper, we have addressed a number of design and algorithmic issues in providing high-level programming support for coarse-grained pipelined parallelism. Our basic premise has been two-fold. First, we believe that the availability of data repositories and data collection instruments on the internet is making this form of parallelism desirable and feasible for a variety of data-driven applications. Second, we believe that language and compiler support will be crucial for exploiting such parallelism, as manual decomposition of the processing is time-consuming and error-prone.

The results from our current compiler have been very encouraging. We have shown that compiler-based decomposition of applications can achieve significantly better performance as compared to what we considered the default way of using pipelined parallelism. Note, however, that it is currently not easy to implement such default pipelined parallelism, either. Most often, all data is downloaded on compute nodes, and then processing is performed. This is generally much slower than what we used as the baseline in our experiments. By using the support for transparent copies in our target runtime system DataCutter, we have also achieved good speedups from increasing the width of the pipeline.

In the future, we will like to expand our work in many directions. First, we will like to consider data resident in multiple data repositories. Second, we will like to consider an environment where available compute and communication resources can change at runtime. Generating code that can adapt to such changes is an interesting problem. Our cost models also need to be evaluated further. Automatically choosing the packet size is another issue. We will also like to expand the set of applications, particularly, including applications that do not involve generalized reductions.

Acknowledgements: We are extremely grateful to our shepherd, Larry Carter, who gave us the outline of the dynamic programming algorithm used in Section 4.4. We are also grateful to the members of DataCutter project, including Tahsin Kurc, Umit Catalyurek, Mike Beynon, Alan Sussman, and Joel Saltz, for providing us with DataCutter implementation, manual codes, datasets, and for helping us with our experiments.

9. REFERENCES


[19] Jim Gray, Adam Bosworth, Andrew Layman, and Hamid Pirahesh. Data cube: A relational aggregate operator generalizing group-by,


