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ABSTRACT
Modern GPUs offer much computing power at a very modest cost. Even though CUDA and other related recent developments are accelerating the use of GPUs for general purpose applications, several challenges still remain in programming the GPUs. Thus, it is clearly desirable to be able to program GPUs using a higher-level interface.

In this paper, we offer a solution that targets a specific class of applications, which are the data mining and scientific data analysis applications. Our work is driven by the observation that a common processing structure, that of generalized reductions, fits a large number of popular data mining algorithms. In our solution, the programmers simply need to specify the sequential reduction loop(s) with some additional information about the parameters. We use program analysis and code generation to map the applications to a GPU. Several additional optimizations are also performed by the system.

We have evaluated our system using three popular data mining applications, k-means clustering, EM clustering, and Principal Component Analysis (PCA). The main observations from our experiments are as follows. The speedup that each of these applications achieve over a sequential CPU version ranges between 20 and 50. The automatically generated version did not have any noticeable overheads compared to hand written codes. Finally, the optimizations performed in the system resulted in significant performance improvements.

1. INTRODUCTION
The availability of large datasets and increasing importance of data analysis for scientific discovery is creating a new class of high-end applications. Recently, the term Data-Intensive SuperComputing (DISC) has been gaining popularity [8], and includes applications that perform large-scale computations over massive datasets. This class of applications includes data mining and scientific data analysis. Developing new data mining algorithms for scientific data processing has been an active topic for at least the past decade.

With increasing dataset sizes, need for interactive response from analysis tools, and recent trends in computer architecture, we believe that this area is facing a significant challenge with respect to achieving acceptable response times. Starting within the last 3-4 years, it is no longer possible to improve processor performance by simply increasing clock frequencies. As a result, multi-core architectures and accelerators like Field Programmable Gate Arrays (FPGAs) and Graphics Processing Units (GPUs) have become cost-effective means for scaling performance.

Modern GPUs offer an excellent performance to price ratio for scaling applications. Furthermore, the GPU computing capabilities and programmability continue to improve rapidly. A very significant recent development had been the release of CUDA (Compute Unified Device Architecture) by NVIDIA. CUDA allows GPU programming with C language-like features, thus easing the development of non-graphics applications on a GPU. More recently, OpenCL seems to be emerging as an open and cross-vendor standard for exploiting computing power of both CPUs and GPUs.

Even prior to these developments, there had been a growing interest in the use of GPUs for non-graphics applications [9, 11, 14, 17, 19, 21, 43], as also documented in the GPGPU (General Purpose computing with GPUs) web-site\(^1\). There are several reasons why it is desirable to exploit GPU computing power for data mining applications. Users with a single desktop usually have a powerful GPU to support their graphics applications. Such users can speedup their data mining implementations with this GPU. In other scenarios, a cluster may be available for supporting large-scale data processing. Such clusters often need to have visualization capabilities, which means that each node has a powerful graphics card.

Even though CUDA (and now OpenCL) are accelerating the use of GPUs for general purpose applications, several challenges still remain in programming the GPUs. Both CUDA and OpenCL involve explicit parallel programming, and explicit management of its complex memory hierarchy. In addition, allocating device memory, data movement between CPU and device memory, data movement between memory hierarchies, and specification of thread grid configurations is explicit. This implies a significant learning curve for programmers who want to improve the performance of their applications using the GPUs. Thus, it will clearly be desirable to be able to program GPUs using a higher-level interface. Furthermore, as we will show in this paper, application performance on GPUs can be optimized through methods that are not very obvious or intuitive. Such optimizations can be easily and automatically performed through an automatic code generation system.

In this paper, we offer a solution that is driven by the observation that a common processing structure fits a large number of popular data mining applications. We had earlier made the observation that parallel versions of several well-known data mining tech-
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niques share a relatively similar structure [29, 28]. We carefully studied parallel versions of apriori association mining [2], Bayesian network for classification [13], k-means clustering [27], k-nearest neighbor classifier [24], artificial neural networks [24], and decision tree classifiers [37]. In each of these methods, parallelization can be done by dividing the data instances (or records or transactions) among the nodes or threads. The computation on each node involves reading the data instances in an arbitrary order, processing each data instance, and performing a local reduction. The reduction involves only commutative and associative operations, which means the result is independent of the order in which the data instances are processed. After the local reduction on each node, a global reduction is performed. Thus, we can expect similarities in how they can be ported on GPUs.

In our solution, the programmers simply need to specify the sequential reduction loop(s) with some additional information about the parameters. We use program analysis and code generation to map the applications to a GPU. Several additional optimizations are also performed by the middleware. In addition, we allow the programmers to provide other functions and annotation, which can help achieve better performance. Overall, our work shows that very simple program analysis and code generation techniques can allow us to support a class of applications on GPUs with a higher-level interface than CUDA and OpenCL.

We have evaluated our system using three popular data mining applications: k-means clustering, EM clustering, and Principal Component Analysis (PCA). The main observations from our experiments are as follows. The speedup that each of these applications achieve over a sequential CPU version ranges between 20 and 50. The automatically generated middleware version did not have any noticeable overheads compared to hand written codes. Finally, the optimizations performed in the system resulted in significant performance improvements.

The rest of the paper is organized as follows. In Section 2, we give background on GPUs and GPGPU. In Section 3, we discuss parallel data mining algorithms and give an overview of our system. Details of implementations of our system are presented in Section 4. The results from our experiments are presented in Section 5. We compare our work with related research efforts in Section 6 and conclude in Section 7.

2. GPU AND GPGPU

Our work has used GeForce 8800 GTX and 9800 GX2 graphics cards. In this section, we give a brief description of the architecture and programming model of 8800 GTX card, which is also common to many other newer cards.

This particular device has 16 multiprocessors, each with a 575 MHz core clock and 16 KB of shared memory. The device memory totals 768 MB, with memory bandwidth of 86.4 GB/sec and 384-bit memory interface. Starting with the 8 Series GeForce, NVIDIA has started supporting high-level programming of the GPUs through CUDA, which is a C-like parallel language. The computation to be performed by the device can be written as in normal C, with some predefined parameters and functions. Critical parameters of the computation, such as the configuration of the thread grid and size of shared memory to be used, have to be supplied by the developer explicitly.

The kernel function is executed by the GPU in a SIMD manner, with threads executing on the device organized as a grid of thread blocks. Threads in one block have access to the same shared memory, which is a small piece of memory with high access speed. A mechanism for thread synchronization within one block is provided [38]. Each thread block is executed by one multiprocessor, and the threads within a block are launched in warps. Warps of threads are picked by the multiprocessor for execution, the exact order is undefined. The number of threads in a warp is fixed for a particular architecture. In the GeForce 8800 GTX model that we used, 32 threads are launched in every warp. The number of thread blocks, however, can be varied by the developer based on requirements of computation or other preferences, with the maximum number being 65536 in one grid.

```c
#define BLOCK 8
#define THREADS 256

void compute(int* A, int* v, int n) {
    int* A_d, *v_d;
    CUDA_SAFE_CALL(cudamalloc((void**)&A_d, n*sizeof(int)));
    CUDA_SAFE_CALL(cudamemcpy(A_d, A, n*sizeof(int), cudaMemcpyHostToDevice));
    CUDA_SAFE_CALL(cudamalloc((void**)&v_d, n*sizeof(int)));
    CUDA_SAFE_CALL(cudamemcpy(v_d, v, n*sizeof(int), cudaMemcpyHostToDevice));
    dim3 grid(BLOCK, 1, 1);
    dim3 threads(THREADS, 1, 1);
    add_device<<<grid, threads, 0>>>(A_d, v_d, n);
    CUDA_SAFE_CALL(cudamemcopy(v, v_d, n*sizeof(int), cudaMemcpyDeviceToHost));
    CUDA_SAFE_CALL(cudafree(A_d));
    CUDA_SAFE_CALL(cudafree(v_d));
}

__global__ void add_device(int* A_d, int* v_d, int n) {
    const unsigned int bid=blockIdx.x;
    const unsigned int tid=threadIdx.x;
    __syncthreads();
    for(int i=0; i < n; i+=THREADS*BLOCK)
        v_d[i+bid*THREADS+tid]=A_d[i+bid*THREADS+tid];
    __syncthreads();
}
```

Figure 1: Sample CUDA program

To illustrate how GPUs are programmed with CUDA, let us consider the example in Figure 1. In this simple code, we add the values of each element in array A to v[]. A[] and v[] are arrays of n integers. compute() is the function that invokes the kernel on the device. add_device() is the kernel function. The directive __global__ implies that this function is called by host and executed on device. First, A[] and v[] are copied to device memory, then the kernel function is configured and invoked. After the kernel function returns, values of v[] are copied back to host memory. In this example, shared memory is not used.

OpenCL, which is the emerging open and cross-vendor standard, offers similar programming abstractions. An example code can be seen from the Wiki entry for OpenCL.

3. SYSTEM DESIGN

Though CUDA and OpenCL are accelerating the use of GPUs for non-graphics applications, it still requires explicit parallel programming. Moreover, the programmers are also responsible for managing the memory hierarchy and for specifying data movement. As we can see from the example in Figure 1, knowledge

---
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of CUDA functions for invoking procedures, allocating memory, and data movement is also needed.

Our system is designed to ease GPU programming for a specific class of applications. Besides a C program to be executed on CPUs, the only required input from programmers is explicit recognition of reduction functions to be parallelized on GPUs, with additional information about the variables. Given such user input, the system can generate CUDA functions that execute these reduction functions in parallel, and the host functions invoking them. While the current implementation targets CUDA, we believe that the system can be easily extended to generate OpenCL code as well.

The architecture of the system is shown in Figure 2. There are four components in the user input. The first three are analyzed by the system, they are: variable information, reduction function(s), and additional optional functions. The fourth component is the host program. The system itself has three components: code analyzer, which obtains variable access patterns and combination operations, variable analyzer, and the code generator. By analyzing the variables and the sequential reduction function(s), the system generates the kernel functions, grid configuration, and other necessary code. By compiling these functions with the the user-specified host program, an executable file is generated.

We used LLVM as the framework for program analysis [32]. We particularly benefited from the clear structure of its Intermediate Representation (IR).

User input

<table>
<thead>
<tr>
<th>Variable information</th>
<th>Reduction functions</th>
<th>Optional functions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Code Analyzer</td>
<td>Variable Analyzer</td>
<td>Code Generator</td>
</tr>
<tr>
<td></td>
<td>Variable Access</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Pattern and</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Combination Operation</td>
<td></td>
</tr>
<tr>
<td>Kernel functions</td>
<td>Grid configuration</td>
<td>Host Program</td>
</tr>
<tr>
<td>and kernel invocation</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Executable</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure 2: Overall System Design: User Input is Shown as Shaded Boxes

3.1 Parallel Data Mining

Our system exploits a common structure underlying most data-intensive and data mining algorithms. In our previous work [29, 28], we have made the observation that parallel versions of several well-known data mining techniques share a similar structure. We have carefully studied parallel versions of apriori association mining [2], Bayesian network for classification [13], k-means clustering [27], k-nearest neighbor classifier [24], artificial neural networks [24], and decision tree classifiers [37].

```cpp
{ /* Outer Sequential Loop */
  While () {
    { /* Reduction Loop */
      Foreach (element e) {
        (i.val) = process(e);
        Reduc(i) = Reduc(i) op val;
      }
    }
  }
```

Figure 3: Generalized Reduction Processing Structure of Common Datamining Algorithms

The common structure behind these algorithms is summarized in Figure 3. The function `op` is an associative and commutative function. Thus, the iterations of the `foreach` loop can be performed in any order. The data-structure `Reduc` is referred to as the reduction object. The reduction performed is, however, `irregular`, in the sense that which elements of the reduction objects are updated depends upon the results of the processing of an element. For example, in k-means clustering, each iteration involves processing each point in the dataset. For each point, we determine the closest `center` to this point, and compute how this `center` should be updated.

The generalized reduction structure we have identified from data mining algorithms has some similarities with the map-reduce paradigm that Google has developed [15]. It should be noted that our first work on generalized reduction observation with regard to parallel data mining algorithms was published in 2001 [29], prior to the map-reduce paper by Dean and Ghemawat in 2004. There are also some differences in the generalized reductions that we focus on and the map-reduce style of computations.

For algorithms following such generalized reduction structure, parallelization can be done by dividing the data instances (or records or transactions) among the processing threads. The computation performed by each thread will be iterative and will involve reading the data instances in an arbitrary order, processing each data instance, and performing a `local reduction`.

Our system targets GPU-based parallelization of only the functions that follow this structure. By targeting a limited class of functions, we can simplify program analysis and automatic generation of GPGPU programs, while still offering a simple and high-level interface for the programmers.

3.2 System API

Using the common generalized reduction structure of our target applications, we provide a convenient API for a programmer. The format of input for a reduction function is shown in Figure 4. If there are multiple reduction functions, for example, the E phase and M phase in EM clustering, the user can define more than one section by specifying `labels` for each one. A host program, not shown in Figure 4, invokes these reduction functions. Besides the label and the host program, the other components are as follows.

**Variables for Computing**: As shown in Figure 4, the declaration of each variable follows the following format:

```cpp
name, type, length[value]
```

`name` is the name of the variable, `type` can be either a numeric type like `int` or pointer type like `int*`, which indicates an array.
If this is a pointer, length is the size of the array, which can be a list of numbers and/or integer variables, and the size of the array is the multiplication of these terms. Otherwise, this field denotes a default value. We require all pointers to be one-dimensional, which means the user should marshal the multi-dimensional arrays and structures into 1-D arrays.

Sequential Reduction Function: The user can write the sequential code for the main loop of the reduction operation in C. Any variable declared inside the reduction function should also appear in the variable list as shown in Figure 4, and memory allocation for these variables is not needed.

Optional Initialization and Combination Functions from the User: Normally, the initialization and combination for the reduction objects and other variables is done by the code generator component of the system. However, if the user is familiar with CUDA programming, they can provide their own combination and initialization functions, potentially improving the performance.

An example of user input for the k-means clustering algorithm is shown in Figure 5. The first line is the number of reduction functions, which is 1 here. The second line is the label kmeans. The following 5 lines are variable descriptions. Then, a sequential reduction function is provided.

4. SYSTEM IMPLEMENTATION

This section describes the implementation of our system.

4.1 Code and Variable Analysis

The program analysis part comprises of three components. The first of these components is obtaining variable access information from a reduction function.

Obtaining Variable Access Features: We classify each variable as one of input, output and temporary. An input variable is input to the reduction function, which is not updated in the function, and does not need to be returned. An output variable is to be returned from the reduction function, as it is updated in the function. A temporary variable is declared inside the reduction function for temporary storage. Thus, an input variable is read-only, and output and temporary variables are read-write. Variables with different access patterns are treated differently in declaration, result combination, and memory allocation strategies described in the rest of this section.

Such information can usually be obtained from simple inspection of a function. However, since we are supporting C language, complications can arise because of the use of pointers and aliasing. In our implementation, first an Intermediate Representation (IR) is generated for the sequential reduction function with LLVM.

Figure 4: Format of the User Input

| label |
| Variable information: |
| variable_declare1 |
| variable_declare2 |
| ...... |
| variable_declare_n |
| functions // reduction and some optional functions |
| variable_declare: |
| name; type; length [value] |

Figure 5: User Input for k-means

Second, we used Anderson’s point-to analysis [3] to obtain the point-to set for each variable in the function’s argument list. Finally, we trace the entire function. When a store operation is found, if the destination of the store belongs to a points-to set of any variable in the function’s argument list, and the source is not in the same set, we conclude that it is an output variable. All the other variables in the argument list are denoted as input variables, and all the variables that do not appear in the argument list are considered temporary variables.

Figure 6: Classification of Variables for K-means Reduction Function

As an example, let us consider the user input for k-means that we had shown earlier in Figure 5. The output obtained by analyzing the IR generated by LLVM for the reduction function in shown in Figure 6.

Variable Analysis and Parallelization: The variable analysis phase focuses on identifying how the reduction loop should be parallelized and if variables should be distributed or replicated.

We proceed by mapping the structure of the loop being analyzed to the canonical reduction loop we had shown earlier in Figure 3. We focus on the main outer loop and extract the loop variable. We
also identify (symbolically) the number of iterations in the loop, and denote it as \textit{num\_iter}. If there are nested loops, for simplicity, we only parallelize the outer loop.

Next, we focus on the variables accessed in the loop. If a variable is only accessed with an affine subscript of the loop variable, it is denoted as a \textit{loop} variable. Note that this variable could be an input, output, or temporary variable. The significance of a \textit{loop} variable is that it can be distributed among the threads. All other variables need to be replicated, if they are written in the loop.

**Extracting the Combination Operations:** After local reduction is done by each thread, we need to combine their output variables, which are then copied to the host memory. Because we are focusing on reduction functions where output variables are updated with associative and commutative functions only (see Figure 3), the output variables updated by different threads can be correctly combined in the end. However, we need to identify the particular associative and commutative operator that is being used.

Earlier, we had generated the point-to sets for each parameter of the reduction function. We now conduct a new scan on the IR to find the reduction operator for each output variable. In the combination function, the values for a particular output parameter from each thread is combined using this function.

### 4.2 Mapping to GPGPU

Using the user input and the information extracted by the variable and code analyzer, the system next generates corresponding CUDA code and the host functions invoking CUDA-based parallel reductions.

**Grid Configuration and Kernel Invocation:** The host reduction function host\_reduc() which invokes the kernel on device has 3 parts:

- **Declare and Copy:** We allocate device memory for variables to be used by the computing function on the GPU. We copy the ones that are needed to be read from host memory to device memory. Currently, we allocate memory for all variables except the temporary variables that are going to use shared memory. As we described earlier, loop variables are distributed across threads, depending upon how they are accessed across iterations. The read-write variables not denoted as loop might be updated simultaneously by multiple threads, so we create a copy for each thread. Again, because of the nature of the loops we are focusing on, we can assume that a combination function can produce the correct final value of these variables.

- **Compute:** We configure the thread grid on the device, and invoke the kernel function. Different thread grid configurations can be used for different reduction functions in one application. For example, in EM clustering, E phase and M phase can use different configurations. Currently, we configure the thread grid manually. In our future work, we hope to develop cost models that allow us to configure thread grids automatically.

- **Copy updates:** We copy the variables needed by the host function. We perform the global combination for output variables which are not loop variables.

**Generating Kernel Code:** This task includes generating global function reduc() and device function device\_reduc(), as well as device functions init() and combine(), if necessary. reduc() is the global function to be invoked by the host reduction function. It performs the initialization for the variables involves. The device main loop function device\_reduc() is then invoked. Finally, one thread will execute combine() which performs the global combination. Between invocation of each function and at the end of reduc(), a \textit{_{sync}\_threads()} is inserted.

**Generating Local Reduction Function:** device\_reduc() is the main loop to be executed on the GPU. This function is generated by rewriting the original sequential code in the user input, according to the information generated by the code and variable analyzer phases. The modifications include: 1) Dividing the loop to be parallelized by the number of blocks and number of threads in each block. 2) Rewriting the index of the array which are distributed. For example, we have an access to data\_i[index\_n], it is changed to data\_[i+index\_n], where index\_n is the offset for each thread in the entire grid. 3) Optimizing the use of shared memory, which we will discuss later.

### 4.3 Optimizations

We now describe two key optimizations that are implemented in our system.

#### 4.3.1 Dealing with Shared Memory

Shared memory is a fast but very small read-write memory on the GPU. By making effective use of this memory, the performance of GPU applications can be improved dramatically. In various application studies that have been reported on GPUs, users have obtained significantly better performance with effective use of shared memory. However, because of its very small size, deciding which variables to put into shared memory is quite challenging.

Now we will describe the mechanisms we have developed in our system, to make the use of shared memory transparent to the programmers. First, the amount of shared memory that each array needs is calculated with the following expression:

\[
\text{Size} = \text{length} * \text{sizeof(type)} * \text{thread\_info}
\]

Here, \text{length} is the length of this variable, \text{type} is one of \text{char}, \text{int}, \text{float}. The last factor \text{thread\_info} is \text{1} if \text{input or loop} is \text{true}, and \text{n\_threads} otherwise. It implies that if an array is read-write and not distributed over all threads, we need \text{n\_threads} copies of it.

To keep our system simple, we have focused on techniques that do not require advanced program analysis. The three schemes we have developed are as follows:

- **No sorting:** In this intuitive approach, the variable declarations are examined one by one. We simply allocate variables to shared memory as long as the memory requirements of all variables allocated do not exceed the total size of the shared memory.

- **Greedy-sorting:** Thus, in this approach, all the arrays are sorted with increasing order of their size. We select the variables to allocate onto shared memory from the beginning of this sorted array list, until the size of data on shared memory exceeds its limit.

- **Write-first sorting:** We found a non-intuitive optimization for the shared memory. By allocating variables that are updated in the reduction function at the lowest addresses in the shared memory, we can further improve performance. Thus, our write-first sorting is a variant of the greedy-sort strategy, where we insert variables that are written at the beginning of the sorted list.

#### 4.3.2 Reducing Memory Allocation and Copy Overheads

Memory allocation and data movement overheads can be significant on GPUs. To enable optimization of these costs, we allow users to specify additional directives. Particularly, in applications where a reduction function is invoked repeatedly, or where multiple reduction functions are invoked, user directives can help reduce memory allocation and data movement overheads.

As part of the input file, a user can use two directives, \text{common} and \text{extern}, to indicate the features of certain variables. When a variable is denoted as \text{common}, we allocate memory for this variable only in the first invocation of the reduction function, and not
in subsequent iterations. Similarly, when a variable is declared as extern, it implies that the variable neither needs to be allocated in memory nor to be copied from host memory for this particular reduction function. This means that we expect a valid copy of this variables from the invocation of an earlier reduction function. For example, in our experiments with EM clustering, some of the variables can be declared as common for the E phase, and extern for the M phase. This is because an allocation and copy is needed only for the first invocation of the E phase reduction function, and not for M phase reduction functions, or subsequent invocation of E phase reduction functions. In the future, we will like to use interprocedural analysis between the host function and various reduction functions to automate the identification of extern and common variables.

5. APPLICATIONS AND EXPERIMENTAL RESULTS

This section reports on three data mining applications we ported on GPUs with our system. We also present a detailed evaluation study. Specifically, we had the following three goals in our experiments:

- Evaluating the overall performance of the system generated programs, measured as their speedup over a single threaded program executed on a CPU.
- Comparison of our system or middleware approach with a manual version, to understand performance advantages or disadvantages of our approach.
- Evaluation of the benefits from a number of optimizations we have implemented in our system.

The sequential baseline executions were obtained on a Dell Dimension 9200 PC. It is equipped with Intel(tm) Core(TM) 2 E6420 Duo Processor with 2.13 GHz clock rate, 1GB Dual Channel DDR2 SDRAM memory at 667 MHz, a 4MB L2 cache and a 1066 MHz front side bus. The GPU versions used the same CPU, and a 768MB NVIDIA GeForce 8800 GTX, with 16 multiprocessors and 16KB shared memory on each multiprocessor. Some of our experiments were also performed using the GeForce 9800 GX2 card.

5.1 K-means Clustering

Clustering is one of the key data mining problems and k-means [27] is one of the most popular algorithms. The clustering problem is as follows.

1) start with \( k \) given centers for clusters;
2) scan the data instances, for each data instance (point), find the center closest to it and assign this point to the corresponding cluster,
3) determine the \( k \) centroids from the points assigned to the corresponding center, and
4) repeat this process until the assignment of points to cluster does not change.

The user input was shown earlier in Figure 5. In the variable description, \( k \) is the number of clusters, \( n \) is the length of the data block, data is the input data, and update stores reduction objects.

The performance of automatically generated programs on a 384 MB dataset is shown in Figure 7. All results are reported as a speedup over a sequential version execution on the 2.13 GHz CPU. Since the execution time does not change over iterations, we only show the execution time of the first 2 iterations. On the X scale, \( n \) \* \( m \) implies executions with \( n \) block and \( n \) threads per block. The execution time on GPUs had two distinct components: the computation time, and the time spent moving data and results between the CPU and the GPU. We report two different speedup numbers. The computing speedups show the ratio between the execution time on the CPU and the computing time on the GPU. The computing with copy speedups show the ratio between the execution time on the CPU and the total execution time (including data movement time) using the GPU.

We also repeated the same experiment using GeForce 9800GX2. The results are shown in Figure 8. The speedups are somewhat lower than that on GeForce 8800GTX. This is because the memory bandwidth on 1 GPU of GeForce 9800GX2 is lower than that on GeForce 8800. As there was only a small difference in the performance between these two cards, we only report results from 8800GTX card in the rest of this section.

| Input: \( k, \) \# of clusters, \( Y = \{ y_1 \ldots y_n \}, \) set of \( n \) \( p \)-dimensional points, \( \epsilon, \) a tolerance for loglikelihood, \( \maxiterations, \) maximum number of iterations.
| Output: C, R, W, the matrices containing the updated mixture parameters.
| X, a matrix with cluster membership probabilities.
| Initialize: Set initial values for C, R, and W (random or approximate solutions)
| WHILE: \( \delta(lh) > \epsilon \) and \( \maxiterations \) has not been reached
| E step
| \( C' = R' = W' = llh = 0 \)
| for \( i = 1 \) to \( n \)
| \( sump_i = 0 \)
| for \( j = 1 \) to \( k \)
| \( \delta_{ij} = (y_i - C_j)^T R^{-1} (y_i - C_j) \)
| \( p_{ij} = \frac{1}{2\pi^n/2|R|^{1/2}} \exp(-\frac{1}{2} \delta_{ij}) \)
| \( sump_i = sump_i + p_{ij} \)
| endfor
| \( x_i = p_i / sump_i \), \( llh = llh + ln(sump_i) \)
| \( C' = C' + y_i x_i^T \), \( W' = W' + x_i \)
| endfor
| M step
| for \( i = 1 \) to \( n \)
| \( C_j = C_j/W_j \)
| for \( i = 1 \) to \( n \)
| \( R' = R' + (y_i - C_j)x_{ij}(y_i - C_j)^T \)
| endfor
| \( R = R' / n \), \( W = W' / n \)

Figure 9: Sequential code for the Expectation Maximization Algorithm

The best speedups are nearly a factor of 50 over the CPU version. However, when the data movement times are included, the speedup decreases to nearly 20. Another observation is that the execution times of middleware versions are almost identical to the hand-coded version, showing that middleware does not introduce any overheads. In fact, the only observable difference is with 1 block and 64 threads, and in this case, the middleware version is actually faster. This is because with a smaller number of threads, all replicated copies of centroids to be updated (the variable update) fit into the shared memory. The middleware detected this feature and benefited from using shared memory. The manual version was designed to execute on all configurations, and because replicated
copies of this variable cannot fit in shared memory with larger number of threads, this optimization was not performed.

The best performance is obtained with 256 thread per block and 16 or 32 blocks. More threads per block allows more concurrency. The maximum threads we can use in a block is 512, but this configuration does not obtain the best speedup, because of the larger amount of time that is spent on global combination. As there are 16 multiprocessors, best speedups are obtained with 16 or 32 blocks. Using a larger number of blocks only increases contention for resources, and does not allow any more parallelism.

5.2 EM Clustering Algorithm

The second data mining algorithm we have considered is also for clustering. Expectation Maximization (EM) is another popular clustering algorithm. The EM algorithm was first introduced in the seminar paper [16]. EM is a distance-based algorithm that assumes the data set can be modeled as a linear combination of multivariate normal distributions. There are several advantages to using EM for clustering data: it has a strong statistical basis, it is robust to noisy data, it can accept the desired number of clusters as input, it provides a cluster membership probability per point, it can handle high dimensionality and it converges fast given a good initialization [39]. The goal of the EM algorithm is to estimate the means $C$, the covariances $R$ and the mixture weights $W$ of a Gaussian probability function [39]. The algorithm works by successfully improving the solution found so far. The algorithm stops when the quality of the current solution becomes stable, as measured by a monotonically increasing statistical quantity called loglikelihood. The sequential algorithm is shown in Figure 9.

We performed a scalability study, similar to the one we reported
earlier for k-means, and the results are shown in Figure 10. We used a 12 MB dataset. All execution times are for 11 iterations. The best speedups are nearly 19, though when the data movement costs are included, they reduce to 12. The speedups are lower than what we obtained for k-means, because of a larger number of memory operations, and, relatively, less computation.

Earlier in Section 4.3, we had described several schemes for effectively using the shared memory. The middleware generated version whose performance we have reported is based on the use of scheme that performed the best, which is the write-first strategy. This also turns out to be the strategy that the manual version used. Overall, the two versions are almost identical in the compute time, but the manual version is slightly faster in the data copying time.

Next, we focus on examining the impact that different shared memory utilization schemes have on performance. The EM algorithm involves a number of distinct variables that are accessed with different patterns. Thus, unlike k-means and PCA, we notice significant differences from different strategies. The computing time of E and M phases using the 3 strategies are displayed in Figure 11. In the E phase, no-sorting is slower than the other two. This is because the other two strategies copied more variables onto shared memory. In the M phase, no-sorting again did not do well, but further, write-first strategy outperformed the greedy-sort strategy. The reason for this seems to be that this particular chip achieves better performance when data to be updated is stored at lower addresses in the shared memory. Overall, the total speedup in the computing time between the version that best uses the shared memory, and a version that does not use shared memory at all, is 40.

We also used the EM application to study the benefits from using optimized copying schemes. The results are shown in Figure 12. We can see that the execution time for both E and M phases is reduced by eliminating unnecessary memory operations. Particularly, the M phase copying costs are reduced to almost zero, as the input data block could be declared as extern, and their values can be reused from the values at the end of the E phase reduction function.

5.3 Principal Component Analysis

Principal Components Analysis is a popular dimensionality reduction method. This method was developed by Pearson in 1901. Since it has many steps which are not quite compute-intensive, we only converted the creation of the correlation matrix to CUDA. Though we did not have a manual version for comparison, we did create a version with manually written combination function. This function was more efficient than the version automatically generated by our system.

The speedups on an input matrix of 256K rows, 80 columns are shown in Figure 13. Unlike the previous two applications, the best performance was achieved with 128 threads per block. This, in turn, was because of the increasing overhead of global reductions with a larger number of threads.

The optimized versions are the one with user-provided combination function. These versions are faster by nearly 20%, and show a limitation of the current program analysis and code generation performed by our middleware. The best speedups are nearly 24, though including the data movement costs, they reduce to 20. The speedups are higher than what we obtained from EM, but not as high as those from k-means. This is because of a higher fraction of memory accesses, and a relatively larger cost of global combination. This is also the reason that performance decreases rapidly when more than 16 blocks are used.

6. RELATED WORK

Exploring the computing power of GPU has been a topic of much investigation. Before the development of CUDA, Peercy et al. [40] proposed a computing model for GPU very similar to CUDA. Data representation and features of operations for GPU computing were also explored by Trancoso et al. [46]. Brook was a language developed to provide operations for data stream processing on GPUs [9]. Tarditi et al. [45] developed techniques to compile C# with an Accelerator, which evaluates the parallel part of the programs on a GPU, and the other parts on the CPU. While their system has many similarities with our work, they do not support complex reductions on parallel collections, which are common in data mining operations. OpenCL (Open Computing Language) is emerging as an open and cross-vendor standard for GPU programming [47]. NVIDIA is also making efforts to make CUDA compatible with OpenCL. This will be an important issue for future versions of our system.
Analysis and code generation for reduction operations has been studied by a number of distributed memory compilation projects [1, 5, 20, 26, 31, 49] as well as shared memory parallelization projects [7, 22, 23, 35, 36, 41, 48]. More recently, reductions on emerging multi-cores have also been studied [34]. Our work has many similarities, but is specific to the features of GPUs.

At Illinois, CUDA-lite [4] is being developed with the goal being to alleviate the need for explicit GPU memory hierarchy management by the programmers. The input user to our system is at a higher-level, in the sense that they do not need to write parallel code. However, our system is limited to a specific class of applications. MCUDA [44] is a compiler effort which takes CUDA code as input, and maps it to multi-core machines. Baskaran et al. [6] use the polyhedral model for converting C code into CUDA automatically. Their system is limited to affine loops, and cannot handle irregular reductions we focus on. A version of Python with support of CUDA, Pycuda, has also been developed, by wrapping the CUDA functions and operations into classes that are easy to use [30]. Some recent work has also made progress in translating OpenMP into CUDA [33]. The reported results are from simple stencil computations, and their is no support for handling complex reductions.

Map-reduce is a widely used parallel computing tool developed by Google, and there is already a CUDA version of map-reduce called Mars [25]. The map-reduce API typically results in high overheads for more compute-intensive data mining applications, because of the need for sorting reduction elements. Our system also supports a higher-level (almost sequential) API for these applications.

There have been a large number of application studies with GPUs. We restrict our discussion to only data mining or data-intensive application studies. One of the popular data mining algorithms, k-Nearest Neighbor search, has been studied on GPUs by several application studies. One of the popular data mining algorithms, k-means clustering, EM clustering, and Principal Component Analysis (PCA). The speedup that each of these applications achieve over a sequential CPU version ranges between 20 and 50. The code automatically generated by our system did not have any noticeable overheads compared to hand written codes. Finally, significant performance improvements were obtained with the optimizations we have implemented.

Our work has also indicated additional optimization that can be developed through more advanced compiler analysis techniques. Better code analysis can allow us to optimize the global combination functions without user intervention. Similarly, inter-procedural analysis can enable reduction in memory allocation and copying costs, without requiring specification of extern and common from the programmer. We can also take into account the variable access frequency for improving shared memory allocation schemes. We will also like to consider bank conflicts to further improve the utilization of shared memory.
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