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ABSTRACT
Accelerators and heterogeneous architectures in general, and GPUs in particular, have recently emerged as major players in high-performance computing. For many classes of applications, MapReduce has emerged as the framework for easing parallel programming and improving programmer productivity. There have already been several efforts on implementing MapReduce on GPUs.

In this paper, we propose a new implementation of MapReduce for GPUs, which is very effective in utilizing shared memory, a small programmable cache on modern GPUs. The main idea is to use a reduction-based method to execute a MapReduce application. The reduction-based method allows us to carry out reductions in shared memory. To support a general and efficient implementation, we support the following features: a memory hierarchy for maintaining the reduction object, a multi-group scheme in shared memory to trade-off space requirements and locking overheads, a general and efficient data structure for the reduction object, and an efficient swapping mechanism.

We have evaluated our framework with seven commonly used MapReduce applications and compared it with the sequential implementations, MapCG, a recent MapReduce implementation on GPUs, and Ji et al.’s work, a recent MapReduce implementation that utilizes shared memory in a different way. The main observations from our experimental results are as follows. For four of the seven applications that can be considered as reduction-intensive applications, our framework has a speedup of between 5 and 200 over MapCG (for large datasets). Similarly, we achieved a speedup of between 2 and 60 over Ji et al.’s work.

Categories and Subject Descriptors
D.1.3 [Software]: PROGRAMMING TECHNIQUES Concurrent Programming
D.4 [Software]: CONCURRENT PROGRAMMING Parallel programming

General Terms
Performance
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1. INTRODUCTION
The work presented in this paper is driven by two recent but independent trends. First, within the last 3-4 years, GPUs have emerged as the means for achieving extreme-scale, cost-effective, and power-efficient high performance computing. On one hand, some of the fastest machines in the world today are based on NVIDIA GPUs. At the same time, the very favorable price to performance ratio offered by the GPUs is bringing supercomputing to the masses. It is common for the desktops and laptops today to have a GPU, which can be used for accelerating a compute-intensive application. The peak single-precision performance of a NVIDIA Fermi card today is more than 1 Teraflop, giving a price to performance ratio of $2-4 per Gigaflop. Yet another key advantage of GPUs is the very favorable power to performance ratio.

Second, the past decade has seen an unprecedented data growth as information is being continuously generated in digital format. This has sparked a new class of high-end applications, where there is a need to perform efficient data analysis on massive datasets. Such applications, with their associated data management and efficiency requirements, define the term Data-Intensive SuperComputing (DISC) [3]. The growing prominence of data-intensive applications has coincided with the emergence of the MapReduce paradigm for implementing this class of applications [6].

The MapReduce abstraction has also been found to be suitable for specifying a number of applications that perform significant amount of computation (e.g. machine learning and data mining algorithms). These applications can be accelerated using GPUs or other similar heterogeneous computing devices. As a result, there have been several efforts on supporting MapReduce on a GPU [4, 12, 13].

A GPU is a complex architecture and often significant effort is needed in tuning the performance of a particular application or framework on this architecture. Effective utilization of shared memory, a small programmable cache on each multi-processor on the GPU has been an important factor for performance for almost all applications. In comparison, there has only been a limited amount of work in tuning MapReduce implementations on a GPU to effectively utilize shared memory [15].

This paper describes a new implementation of MapReduce for GPU, which is very effective in utilizing shared memory. The main idea is to perform a reduction-based processing of a MapReduce application. In this approach, a key-value pair that is generated is immediately merged with the current copy of the output results. For this purpose, a reduction object is used. Since the memory require-
ments for the output results or the reduction object is much smaller than the requirements for storing all key-value pairs for most applications, we reduce the runtime memory requirements very significantly. This, in turn, allows us to use the shared memory effectively. For many applications, the reduction object can be entirely stored in the shared memory.

Many challenges have been addressed to create a general and efficient implementation of our approach. A mechanism for dynamic memory allocation in the reduction object, maintaining a memory hierarchy for the reduction object, use of a multi-group strategy, and correct swap between shared and device memory for portions of the reduction object are some of the challenges we addressed.

We have evaluated our implementation comparing it against sequential implementations, MapCG [13], and a recent implementation that does use shared memory [15]. The main observations from our experiments are as follows. For four applications that can be considered as reduction-intensive applications, our framework has a speedup of between 5 and 200 over MapCG (for large datasets).

Similarly, we achieved a speedup of between 2 and 60 over Ji et al.’s work for the three applications that are available from their distribution.

2. BACKGROUND
This section provides background information on GPU architectures and MapReduce.

2.1 GPU Architecture
A modern Graphical Processing Unit (GPU) architecture consists of two major components, i.e., the processing component and the memory component. The processing component in a typical GPU is composed of a certain number of streaming multiprocessors. Each streaming multiprocessor, in turn, contains a set of simple cores that perform in-order processing of the instructions. To achieve high performance, a large number of threads, typically a few tens of thousands, are launched. These threads execute the same operation on different sets of data. A block of threads is mapped to and executed on a streaming multiprocessor. Furthermore, threads within a block are divided into multiple groups, termed as warp. Each warp of threads is co-scheduled on the streaming multiprocessor and execute the same instruction in a given clock cycle (SIMD execution).

The memory component of a modern GPU-based computing system typically contains several layers. One is the host memory, which is available on the CPU main memory. This is essential as any general purpose GPU computation can only be launched from the CPU. The second layer is the device memory, which resides on the GPU card. This represents the global memory on a GPU and is accessible across all streaming multiprocessors. The device memory is interconnected with the host through a PCI-Express card (version can vary depending upon the card). This interconnectivity enables DMA transfer of data between host and device memory. From the origin of CUDA-based GPUs, a scratch-pad memory, which is programmable and supports high-speed access, has been available private to a streaming multiprocessor. The scratch-pad memory is termed as shared memory on NVIDIA cards. Till recently, the size of this shared memory was 16 KB.

2.2 MapReduce
MapReduce [6] was proposed by Google for application development on data-centers with thousands of computing nodes. It can be viewed as a middleware system that enables easy development of applications that process vast amounts of data on large clusters. Through a simple interface of two functions, map and reduce, this model facilitates parallel implementations of many real-world tasks, ranging from data processing for search engine support to machine learning [5, 9].

MapReduce expresses the computation as two user-defined functions: map and reduce. The map function takes a set of input instances and generates a set of corresponding intermediate output (key, value) pairs. The MapReduce library groups together all of the intermediate values associated with the same key and shuffles them to the reduce function. The reduce function, also written by the users, accepts a key and a set of values associated with that key. It merges together these values to form a possibly smaller set of values. Typically, just zero or one output value is produced per reduce invocation.

The main benefits of this model are in its simplicity and robustness. MapReduce allows programmers to write functional style code that is easily parallelized and scheduled in a cluster environment. One can view MapReduce as offering two important components [19]: a practical programming model that allows users to develop applications at a high level and an efficient runtime system that deals with the low-level details. Parallelization, concurrency control, resource management, fault tolerance, and other related issues are handled by the MapReduce runtime.

Recent years have seen a number of efforts to implement MapReduce frameworks on GPUs. Mars [12] was the first known MapReduce framework on a GPU. It spends extra time on counting the size of intermediate results. MapCG [13] has been shown to outperform Mars. It proposed a light-weight memory allocator, which enables efficient dynamic memory allocation on the GPU. Also, it used a hash table to store the key-value pairs, which avoids the overhead of shuffling.

Ji et al. have proposed a MapReduce framework which utilizes the shared memory on a GPU [15]. They used shared memory as a buffer to stage the input and output of map and reduce stages. The shared memory buffer enables fast data access and coalesced I/O to the device memory. They still store all key-value pairs generated by the map stage, and shuffling is required, which is time consuming. GPMR [21] was a project to leverage the power of GPU clusters for MapReduce. In this project, partial reduction and accumulation were used to reduce the communication overhead between different GPUs. However, shared memory was not used during reduction or accumulation to improve efficiency of processing on a single GPU.

3. SYSTEM DESIGN
This section describes the implementation of our system. The main emphasis in our approach is using the shared memory of a GPU effectively.

Initially, we describe why it is both important and challenging to effectively utilize shared memory while executing a MapReduce application. As we stated previously, shared memory supports much faster read and write operations. In addition, execution of an application with the MapReduce not only needs read/write operations, but also a large number of atomic operations, which are used to synchronize data accesses and updates by different threads. There is an even greater difference between the performance of atomic operations on shared memory and their performance on device memory. Thus, a large number of atomic operations on device memory can greatly undermine the performance of a MapReduce application.

The key challenge, however, in effectively utilizing shared memory is that the capacity of shared memory is very limited. Most MapReduce applications generate a large number of intermediate
key-value pairs at the end of the Map phase. For these applications, it is impossible to keep all the key-value pairs in shared memory.

A recent implementation of MapReduce has demonstrated one mechanism for using shared memory. Particularly, the work from Ji et al. involves an innovative approach to using shared memory as a buffer to stage the input and output of both the map and reduce stages [15]. They copy the input from the device memory in a coalesced pattern into the shared memory. During the processing from a particular stage, when the shared memory is full, they copy the output from shared memory to device memory, again using coalesced writes. In this way, they achieve a speedup over the implementation that uses device memory only. However, the key-value pairs from the map stage still need to be stored in device memory, and shuffling is also required.

In our framework, we use a distinct approach for exploiting shared memory. We implement a MapReduce framework in a reduction-based manner, which is an alternative to the traditional implementation methods. Our focus is on exploiting shared memory effectively for reduction-intensive applications. By reduction-intensive application, we imply an application that generates a large number of key-value pairs that share the same key. Thus, there is a significant amount of work performed during the reduce phase. Moreover, the reduction operation is associative and commutative, which gives us flexibility in executing the reduction function.

Before describing our system in details, we first discuss the idea of the reduction-based MapReduce.

### 3.1 Basic Idea: Reduction Based Implementation

In reduction-based MapReduce, the map function, which is defined by the users, works in the same way as in the traditional MapReduce. It takes one or more input units and generates one or more key-value pairs. However, the key-value pairs are handled in a different way. In the traditional MapReduce, the key-value pairs are first stored, and after all the input units have been processed, the MapReduce library groups together all of the intermediate values associated with the same key and passes them to the reduce function. The reduce function each time accepts a key and a set of values associated with that key. It merges these values in the way defined by the users. In some cases, a user may define a combine function, which can combine key-value pairs generated on the same node, and reduce interprocess communication. However, the memory requirement on each node is typically not reduced by the combine function.

The reduction-based method, which can only be used if the reduction function is associative and commutative, inserts each key-value pair to the reduction object at the end of each map operation. Thus, every key-value pair is merged to the output results immediately after it is generated. A data structure storing these intermediate values of output is referred to as the reduction object. Every time a key-value pair arrives, the reduction object locates the index corresponding to the key, and reduces this key-value pair to that index in the reduction object, exploiting the associative and commutative property. The reduction object is transparent to the users, who write the same map and reduce functions as in the original specification.

We use k-means clustering as a running example to illustrate our concepts. K-means clustering is one of most popular data mining algorithms [14]. The clustering problem is as follows. We consider data instances as representing points in a high-dimensional space. Proximity within this space is used as the criterion for classifying the points into clusters. Four steps in the sequential version of k-means clustering algorithm are as follows: 1) start with k given centers for clusters; 2) scan the data instances, for each data instance (point), find the center closest to it and assign this point to the corresponding cluster; 3) determine the k centroids from the points assigned to the corresponding centers; and 4) repeat this process until the assignment of points to clusters does not change.

**Algorithm 1:** map(input, of set)

```plaintext
point ← get_point(input, of set);
for i = 0 to k do
    dis ← distance(point, clusters[i]);
    if dis < min then
        min ← dis;
        min_idx ← i;
Kmeans_value.value.num_points ← 1;
value.dim0 ← point[0];
value.dim1 ← point[1];
value.dim2 ← point[2];
value.dist ← min;
reduction_object.insert(kmin_idx, sizeof(min_idx), &value, sizeof(value));
```

**Algorithm 2:** reduce(value1, value1_size, value2, value2_size)

```plaintext
km_value1 ← *(Kmeans_value.value1);
kmeans_value2 ← *(Kmeans_value.value2);
Kmeans_value tmp;
tmp.num_points ← km_value1.num_points + km_value2.num_points;
tmp.dist0 ← km_value1.dist0 + km_value2.dist0;
tmp.dist1 ← km_value1.dist1 + km_value2.dist1;
tmp.dist2 ← km_value1.dist2 + km_value2.dist2;
tmp.dist ← km_value1.dist + km_value2.dist;
copy(value1, &tmp, sizeof(tmp));
```

Algorithm 1 and Algorithm 2 show the code of map and reduce functions in k-means. The map function processes one input point each time. It uses the identifier of the closest cluster center as the key, and the coordinates of this point, together with the number of points (1) and the distance to the cluster center are combined to form a key-value pair. As part of runtime processing, this key-value pair is inserted in the reduction object. A reduction object is a data structure that maintains the current value of the final output results from the reduce stage of the application. For k-means clustering, the output of the reduce stage is the number of points associated with each cluster center, together with the total aggregated coordinates and distance of these points from the cluster center.

At any point in the processing of the application, the reduction object contains the same information, but only for the set of points that have been processed so far.

The insert function works as follows. If the key already exists in the reduction object, the reduce function is invoked to merge the new key-value pair to the existing key. If it is the first time that this key is inserted, a new space for this key-value pair is created. Thus, elements within the reduction object are dynamically allocated. The reduce function in this example computes the new value for the existing key, i.e., it accumulates the number of points, the coordinates, and the distance of the new value to the existing value associated with that key. We will discuss the insert function in details in Section 3.4.

As we stated earlier, the main advantage of this approach is that the memory overhead of a large number of key-value pairs is avoided. This, in turn, is likely to allow us to utilize the shared memory on a GPU. However, we still need to address several chal-
lenges to have an efficient implementation for MapReduce processing on a GPU.

To complete our design, we have the following features, which will be explained in the rest of this section.

- A memory hierarchy for maintaining the reduction object.
- A multi-group scheme in shared memory to trade off space requirements and locking overheads.
- A general and efficient data structure for the reduction object.
- An efficient overflow handling and swapping mechanism.

3.2 Memory Hierarchy

The processing structure we support reduces the memory requirements, by replacing the need for managing key-value pairs by a reduction object. For many applications, the reduction object tends to be small and can be kept in shared memory throughout the computation. However, for some other applications, it is possible that the number of distinct keys is very large, and shared memory may not be sufficient to hold the reduction object. To effectively use shared memory and yet have a general implementation, a memory hierarchy is maintained in our framework. As shown in Figure 1, reduction objects exist in both shared memory and device memory.

Elements of the reduction object are kept in shared memory as long as there is space. If an element corresponding to a key value that did not exist in the reduction is to be added, and there is no space, our framework swaps the data out to the device memory reduction object. The swapping mechanism will be discussed in details in Section 3.5.

There is only one copy of the reduction object in the device memory, which is used to collect the reduction result from shared memory reduction objects. The number of shared memory reduction objects depends upon the number of thread blocks and a design decision related to the number of thread groups that are created within each block. Each thread block is divided into one or more groups, and each group has one copy of the reduction object. Further details of the reasons for creating these thread groups will be discussed in the next subsection.

After all the threads in one thread block finish processing, they merge the data from the shared memory reduction object(s) into the device memory reduction object. To improve efficiency, this step is also performed in parallel. Merging threads read data as key-value pairs from shared memory reduction object(s), and insert them into the device memory reduction object. After all threads on GPU finish processing, they cooperate to copy data from the device memory reduction object to the result array, which is finally copied to host memory at last.

3.3 Multi-group Scheme in Shared Memory

A large number of threads (typically up to 512) are used in each thread block to exploit available parallelism in a streaming multi-processor. Suppose there is one copy of the reduction object for all threads in the block. If all threads try to update the object, race conditions can arise. To avoid race conditions, we use synchronization mechanisms, such as the atomic operations that are supported on GPUs. However, when the number of distinct keys is small, the contention between the threads for updating the values associated with one key can be large, leading to significant waiting times.

One method for avoiding these costs could be to use full replication, i.e., create one copy of the reduction object for each thread. However, this method is not feasible because the number of threads is large, and if every thread owns one copy of the reduction object, the memory space needed will be large, leading to poor utilization of shared memory. In addition, such a large number of copies of the shared memory reduction object can lead to a very high overhead when they are merged to the device memory reduction object.

In order to address this problem, we introduce a multi-group scheme. Here, each thread block is partitioned into multiple groups, and each group owns its own copy of the reduction object. Let the number of threads in one block be \( N \), and the number of groups in one block be \( M \). Then the number of threads in one group is \( N/M \) and these threads share one copy of the reduction object. Locking operations are still required to update the copy of the reduction object, but the contention among the threads is reduced, since the number of threads competing for the same copy of the reduction object is now smaller. At the same time, the number of copies of the reduction object is still reasonable, which keeps the memory requirements and the overhead of combination modest.

The number of groups of threads that are used is a parameter in the system, and its optimal value can depend upon the application. Up to a certain level, increasing the number of thread groups improves performance, since the contention among threads is reduced. However, after a certain point, the performance can be reduced. One reason is that the size of shared memory is limited, so if the total number of keys is large, then the shared memory may not be able to hold many copies of the reduction object. This, in turn, increases the frequency with which swap mechanism needs to be invoked. Also, when the computation finishes, reduction objects in shared memory need to be merged into the device memory reduction object, and the data copying and synchronization to device memory can be time consuming. Clearly, the optimal choice can depend upon the size of one copy of the reduction object. When the reduction object is small and/or involves a smaller number of distinct keys, larger number of groups (or a smaller number of threads in each group) will be preferable. Similarly, when the reduction object is large and/or involves a large number of distinct keys, a smaller number of copies of the reduction object should be used.

An important parameter in our approach is the number of groups, \( g \). The optimal choice for this parameter can be determined as follows. The overall execution time \( T \) for a specific application can be represented as:

\[
T = C + \frac{T_{\text{com}}}{g} + T_{\text{com}} \times g
\] (1)
where, \( C \) is the total time spent on initialization and computation, which is a constant for a given application and dataset. \( T_{con} \) is the contention overhead if only one group is used, and \( T_{com} \) is the combination overhead for one reduction object.

The minimum value of \( T \) is achieved when \( q \) equals \( \sqrt{\frac{T_{com}}{T_{con}}} \), and the resulting optimal value of \( T \) is \( C + 2\sqrt{T_{con} \times T_{com}} \).

### 3.4 Reduction Object Implementation

The structure of the reduction object is shown in Figure 2. It consists of two main parts: an index array and a memory pool. The index array is implemented as a hash table. Each bucket in the index array is composed of two indices: a key index and a value index. The key index refers to the position where the key data is stored in the memory pool. The value index is the position where the value data is stored.

Every bucket corresponds to a unique key, and the bucket is initialized when the first key-value pair with that particular key is inserted. The key data area contains not only the key data, but also the size information of key and value. In order to save space, only two bytes are used for storing the size information: one byte for the key size and the other for the value size. The memory pool is also an array, which is allocated before the computation starts. A memory allocator is used to allocate space for new keys and values.

Besides the index array and memory pool, one lock array is used in every copy of the reduction object. For each bucket in the index array, one lock is used to synchronize the updates to the key and value associated with that bucket.

**Updating the Reduction Object:** Algorithm 3 shows the logic of updating a reduction object. When a key-value pair is to be inserted into the reduction object, the hash value of the key is first calculated by the hash function, and then an index is calculated by using the hash value. The framework uses this index to find the bucket corresponding to the key.

The update involves the following two steps:

1. The thread which is performing the computation acquires the corresponding lock on the bucket. If the bucket is empty, new space for the key data and the value data is allocated by the memory allocator. After that, the size information and the key data is stored into the newly allocated key data space, and the value data is stored into the value data space. Finally, the index information of the key and the value is stored in the bucket. The computing thread releases the lock.

2. If the bucket already contains data, the key size and key address associated with this bucket are first retrieved, and then used to compare with the new key. If the two keys are the same, the user-defined `reduce` operation is performed, and the value associated with the key is updated. After the `reduce` operation, the computing thread releases the lock on the current bucket. If the keys are not the same, the computing thread releases the lock and calculates a new index, which is then used to repeat the steps starting from the Step 1.

**Memory Allocation in Reduction Object:** Beginning with CUDA 3.2, dynamic device memory allocation has been supported on NVIDIA GPUs. However, the default mechanism tends to be expensive. Hong et al. developed a light-weight dynamic device memory allocator as part of the MapCG implementation [13]. Our method for memory allocation works in a similar way as MapCG, but has its own characteristics.

In MapCG, a large memory pool in the device memory is reserved before the computation starts. Every time additional space is needed, the light-weight memory allocator allocates a memory space and returns the memory index. We associate a memory allocator with both the device memory reduction object and the shared memory reduction object. These two memory allocators are somewhat different from each other. In every shared memory reduction object, only one offset is used to indicate the next available memory space. However, in the device memory reduction object, multiple offsets are used. We divide the threads in each block into many groups, which is similar to the multi-group scheme in the

**Algorithm 3:** `insert(key, key_size, val, val_size)`

```plaintext
index ← hash(key, key_size) % NUM_BUCKETS;
while finish ≠ 1 do
DoWork ← 1;
/*wait on the lock*/
while DoWork do
if get_lock(index) then
    if buckets[index][0] = 0 then
        k ← alloc(2 + key_size);
        v ← alloc(val_size);
        /*store size information*/
        key_size_addr ← get_addr(k);
        val_size_addr ← key_size_addr + 1;
        key_size_addr ← key_size;
        val_size_addr ← val_size;
        /*store key and value data*/
        key_data_addr ← key_size_addr + 2;
        val_data_addr ← get_addr(v);
        copy(key_data_addr, key, key);
        copy(val_data_addr, val, val);
        /*store key and value indices*/
        buckets[index][0] ← k;
        buckets[index][1] ← v;
        release_lock(index);
        DoWork ← 0;
        finish ← 1;
    else
        key_r ← get_key_addr(index);
        key_size_r ← get_key_size(index);
        if equal(key_r, key_size_r, key, key_size) then
            val_r ← get_val_addr(index);
            val_size_r ← get_val_size(index);
            reduce(val_r, val_size_r, val, val_size);
            release_lock(index);
            DoWork ← 0;
            finish ← 1;
        else
            release_lock(index);
            DoWork ← 0;
            index ← new_index(index);
```
Algorithm 4: Overflow Handling and Swapping Mechanism

```c
/*variables shared in block*/
shared_objects[NUM_GROUPS];
full;
finish;

/*flag used to guarantee that only update finish once*/
first ← 1;

/*gid is group id*/
shared_objects[gid].init();
if tid = 0 then
  full ← 0;
  finish ← 0;
barrier();(all threads in one block);

$i ← blockIdx.x * blockDim.x + threadIdx.x;$
/*end the loop if all threads in a block finish computation*/
while finish ≠ blockDim.x do
  barrier();
  while $i < task_number$ do
    if full then
      break;
    success ← map($i, k$, shared_objects[gid]);
    if success ≠ 1 then
      full ← 1;
      break;
    $i ← i + blockDim.x * blockIdx.x;$

/*current thread finishes computation*/
if first && $i ≥ task_number$ then
  atomicAdd(finish, 1);
  first ← 0;
barrier();

/*merge to device memory reduction object*/
merge(device_object, k$, shared_objects[gid]);
barrier();

/*reinitialize the shared memory reduction objects*/
shared_objects[gid].init();
if tid = 0 then
  full ← 0;
```

shared memory. The reason why we use multiple offsets for the device memory reduction object is that all the threads across all the blocks can be updating the same device memory reduction object. To avoid race conditions, the memory offset is updated by using atomic operations. However, the contention of the lock can be high with a single copy, which is why separate offsets are used. Also, we store the offsets in the shared memory, which further lowers the overhead of memory allocation.

### 3.5 Handling Shared Memory Overflow

For many MapReduce applications, it is possible that during the process of computation, the shared memory reduction object gets full. More specifically, there can be two situations in which a reduction object is full. The first is when the buckets in the index array are all used up, and the second situation is when the memory pool does not have any more available space to allocate.

In such cases, we need to perform overflow handling. Our framework supports two ways of overflow handling. The first way is to swap the data out to device memory, and the second is to sort the reduction object and delete unnecessary data. For most applications, the swapping mechanism is used when the reduction object is full. Data from the shared memory reduction object is retrieved and inserted into the device memory reduction object. After such a swap is completed, the shared memory reduction object in one block is re-initialized, which is necessary for the remaining computations.

The reduction object also supports in-object parallel sorting. For applications like kNN (k-nearest neighbor search), when the reduction object in shared memory is full, bitonic sort [10] is performed on the reduction object. In such application, newly inserted data can make earlier data redundant. After sorting, only a small part of the data is kept in the reduction object, and the unnecessary data is deleted, which makes room for the remaining computation.

Algorithm 4 shows the logic of the swapping mechanism in overflow handling. In-object sorting logic is similar and is not shown here. CUDA provides a synchronization barrier routine for the threads within each block. A full flag shared among one block is used to indicate whether overflow handling is needed. Every time before a thread performs the map operation, it checks this flag. If this flag is not set, it carries out the regular update. Whenever a thread encounters an insertion failure, it sets this flag. All other threads within this block will see that the flag has been set, and know that they need to cooperate to conduct overflow handling. All threads in the block stop computations and merge the shared memory reduction object into the device memory reduction object. This operation is performed in parallel by all threads. If multiple thread groups, i.e., multiple copies of the reduction object are being used, the following logic is used. Irrespective of which group’s reduction object is full, all threads from all groups within the block need to suspend all computations and perform overflow handling. Every thread only participates in the work associated with its own group’s reduction object. We require all groups to perform overflow handling even when only one group’s reduction object is full because the synchronization barrier, __syncthreads(), is used for all the threads in one block. There is no synchronization mechanism for a subset of threads in each block, except for the automatic synchronization within a warp. Although other groups’ reduction objects may not yet be completely full, the rate of space utilization within the reduction objects is almost the same, because the load has been evenly distributed.

### 3.6 Application Examples

In this section, we use two representative examples to show how our framework supports different parallel applications. These two applications are k-means clustering (k-means) and k-nearest neighbor search (kNN). We use k-means to demonstrate the use of swapping mechanism, and use kNN to show how the in-object sorting mechanism helps.

**K-means Clustering:** The steps in the k-means clustering algorithm, along with a MapReduce implementation, were described earlier in Section 3.1. Now we show how our framework implements this algorithm.

As the implementation of the map function shows, we use the cluster center identifier as the key, and a structure containing the coordinates, the number of points and the distance from the cluster center to the current point as the value. Thus, at most $k$ distinct keys are generated.

Immediately after a key-value pair is generated, it is inserted into the reduction object. As described in Section 3.4, when a key-value pair is inserted, the reduce function is used to update the newly generated value to the existing value corresponding to the same key. If $k$ is small, for example, when $k$ is 10 or 20, then the number of distinct keys is also small. We can use more groups in each block to reduce the contention among threads. If $k$ is larger, such as 50 or 100, then we should use fewer groups to ensure that the shared memory can hold all the copies of the reduction object. For even larger $k$, we can choose the number of groups to be 1, though even in this case, shared memory may overflow and the swapping mechanism will be required.

**K-nearest Neighbor Search:** The k-nearest neighbor search (kNN)
is a type of instance-based learning method [1]. This method is used to classify an object in an n-dimensional space based on the closest training samples. Given n training samples and one unknown sample, the k-nearest neighbor classifier searches the training samples by euclidean distance and finds the k nearest points to the unknown sample. Then it classifies the unknown sample according to the majority vote of the k nearest samples.

When implementing this algorithm by using our framework, we can take advantage of the in-object sorting mechanism we have supported, though it requires an extra function to be provided by the users. For every training sample, we use its point identifier as the key, and the distance from the unknown sample as the value. The framework keeps generating key-value pairs. When the reduction object corresponding to one group is full, the framework does not swap the reduction objects in the shared memory, but instead it conducts bitonic sort on the reduction objects. Users only need to define a single additional function, which will be comparing two buckets. This function is invoked by the sorting algorithm. After sorting, the framework deletes unnecessary data and only keeps k points that are the closest to the unknown sample. These points are kept in the shared memory reduction object, whereas the other space is made available for the remaining computations. When all threads finish processing data points and have combined the shared memory reduction objects to the device memory reduction object, an in-object sort on the device memory reduction object is performed.

3.7 Discussion

As we mentioned before, our framework is very suitable for reduction-intensive applications. These applications generate a large number of key-value pairs for any given key value, and the key-value pairs are reduced in an associative and commutative way. For these applications, we can reduce the memory overhead, and effectively utilize the shared memory.

Consider an application with no reduction, i.e. where only one key-value pair is generated for a given key, or the reduction operation is non-associative and non-commutative. Matrix Multiplication, if written using a MapReduce framework, has this property. In such cases, our method has no advantage over other GPU based MapReduce frameworks. In fact, it may be better not to try and use shared memory, since what is written in shared memory is never updated, and then has to be copied to device memory.

While using our framework, it is desirable to investigate the specific properties of the application. Our implementation is advantageous (over other GPU map-reduce implementations) only for applications with associative and commutative reduction operations, and within those, applications that are reduction-intensive. Also, certain parameters in our system, including the number of buckets, the memory pool size in each reduction object, as well as the number of groups in each thread block, currently need to be determined by the users. The users can make these decisions based on the potential number of key-value pairs that can be generated and the estimated memory requirements of the key-value pairs. This is similar to the more popular map-reduce implementations like Hadoop, where parameters like chunk size, replication factors, and others need to be explicitly chosen by users. The next step in our research will be developing techniques to automatically choose the values of some or all of these parameters.

The architecture of modern GPUs is changing rapidly. Over time, GPUs have seen an increase in shared memory size and device memory access speed. However, memory hierarchy still exists, and will continue to exist. Our method of utilizing shared memory for MapReduce on a GPU is, therefore, applicable to any of the existing or upcoming architectures. In fact, because larger shared memory can hold larger reduction objects, and thus reduce the frequency of swapping operations, our approach may be even more beneficial.

3.8 Extension for Multi-GPU Systems

Even though a single GPU is a highly parallel architecture, high throughput processing may require use of a multi-GPU node, and/or a cluster with GPU(s) on each node. We now argue why our reduction object based approach is suitable for multi-GPU environments.  

For applications that involve associative and commutative reduction operations and that are reduction-intensive, the following approach can be used. First, the data to be processed can be evenly divided between the nodes or GPUs. Second, processing as described in this paper can be directly applied on each GPU. The result of this processing will be the reduction object. Next, the reduction objects from each node or GPU can be combined using the associative and commutative reduction function to obtain the final results. The approach here will have two advantages. First, the processing on every GPU will be faster than other approaches. Second, the communication overheads will be lower than other approaches that involve shuffling of key-value pairs. If the reduction object is small, the final global reduction step will be very inexpensive.

For applications that do not involve associative and commutative reduction operation or are not reduction-intensive, we can default to the approaches used by other multi-GPU implementations, for example, GPMR [21].

4. EXPERIMENTAL RESULTS

We have evaluated the performance of our framework with many different applications, covering various types of applications that can be implemented using the MapReduce framework. We compare the performance of the applications against sequential (1 CPU thread) implementations, which were chosen or implemented to have the same logic/algorithm as the corresponding MapReduce implementations. We also compare the performance against an earlier MapReduce framework for GPU, MapCG [13], which does not use shared memory intensively. Finally, we also compare the performance of our system against Ji et al.’s work [15], a recent implementation of MapReduce that does use shared memory.

We have also conducted a number of experiments to evaluate some of the design decisions we made. For the reduction-intensive applications we have used, we consider different configurations of thread groups in each block and test the impact of the multi-group scheme. To investigate the performance of the swapping mechanism, we evaluate two applications with specific datasets.

4.1 Experimental Setup and Applications

Our experiments were conducted using an NVIDIA Quadro FX 5800 GPU with 30 multiprocessors. Each multiprocessor has 8 processor cores working at a clock rate of 1.3 GHz. Thus the GPU we used has 240 processor cores in total. The total device memory size is 4 GB and the shared memory size on each multiprocessor is 16 KB. The GPU is connected to a machine with 8 AMD 2.6 GHz dual-core Opteron CPUs. The total main memory on this machine is 24 GB.

We selected seven commonly used MapReduce applications to evaluate the performance of our framework. These examples cover both reduction-intensive and map computation-intensive applications. As we stated earlier, the former represents applications which have a large number of key-value pairs for each unique key, and the
Reduction operation is associative and commutative, and thus, reduction computation time is significant. In contrast, the latter represents applications that spend almost all their time in map stage, i.e., they have one or a very small number of key-value pairs for each unique key.

The applications we selected were as follows. K-means clustering (k-means) is one of the most popular data mining algorithms, which has been described previously. An important parameter here is the number of cluster (centers), k, which impacts memory requirements, and thus the multi-group scheme. K-nearest neighbor classifier (kNN) is a simple but popular machine learning algorithm, which was also described earlier.

Word Count (WC) is a very commonly used application for evaluating MapReduce frameworks. It calculates the total number of occurrences for each distinct word. In the key-value pairs generated by this application, the key is the character sequence of a word, and the value is the integer 1. WC can be reduction-intensive if the number of distinct words is small, and then the reduction objects can be kept in shared memory until the end of the computation. If the number of distinct words is very large, the reduction object cannot be held in shared memory, and then the swapping mechanism is needed.

Naive Bayes Classifier (NBC) is a simple classification algorithm based on observed probabilities. Given two sets of observations, one with classifications, one without, the algorithm classifies the second set. NBC selects the most likely classification and whether or not stolen. It judges the age of a record. NBC is needed.

Our next application, Page View Count (PVC), obtains the number of distinct page views from web logs. Each entry in the web log is represented as (URL, IP, where URL is the URL of the accessed page and IP is the IP address that accesses the page). This application involves two passes in MapReduce. The first one removes the duplicate entries in the web logs, and the second one counts the number of views for each URL. In the first pass, the pair of the entry is used as the key and the size of the entry is used as the value. The second pass uses the URL as the key, and integer 1 as the value. Typically, the datasets have a lot of repeated entries, so the application is reduction-intensive in nature.

Another application we used is Matrix Multiplication (MM), which is a map computation-intensive application. Given two input matrices A and B, the map stage computes multiplication for a row i from A and a column j from B. It outputs the pair (i, j) as the key and the corresponding result as the value. If A is an \( m_a \times n_a \) matrix, and B is an \( m_b \times n_b \) matrix, then the total number of distinct keys is \( m_a \times n_b \), which is a very large number if the dimensions of the matrices are large. Thus for this application, we use the device memory reduction object only. The reduce stage is not needed in this application, so there is no advantage to using shared memory reduction objects.

Our last application is Principle Component Analysis (PCA), which is also a map computation-intensive application. It aims to find a new (smaller) set of dimensions (attributes) that better captures the variability of data. Because it includes several steps that are not compute-intensive, we only perform the calculation of the correlation matrix on the GPU. In this step, given an \( n \times m \) data matrix D with \( n \) rows and \( m \) columns, we compute the matrix \( S \), which is an \( n \times m \) covariance matrix of \( D \). The reduction object for this application stores the elements of the covariance matrix. This application also does not have the reduce phase, and it uses device memory only.

For every application example in our experiment, we use datasets of different sizes (small, medium, and large). The information about these datasets is shown in Table 1.

### Table 1: Applications and Datasets Used in our Experiments

<table>
<thead>
<tr>
<th>Application</th>
<th>Dataset Size (Small, Medium, Large)</th>
</tr>
</thead>
<tbody>
<tr>
<td>K-means, K = 20 (KM20)</td>
<td>10K points, 100K points, 1M points</td>
</tr>
<tr>
<td>K-means, K = 40 (KM40)</td>
<td>10K points, 100K points, 1M points</td>
</tr>
<tr>
<td>K-means, K = 100 (KM100)</td>
<td>10K points, 100K points, 1M points</td>
</tr>
<tr>
<td>KNN, K = 20 (KNN)</td>
<td>10K points, 100K points, 1M points</td>
</tr>
<tr>
<td>Word Count, 90 Distinct Words (WC)</td>
<td>5.46MB, 10.94MB, 87.5MB</td>
</tr>
<tr>
<td>Naive Bayes Classifier (NBC)</td>
<td>26MB, 52MB, 104MB</td>
</tr>
<tr>
<td>Page View Count (PVC)</td>
<td>44MB, 88MB, 176MB</td>
</tr>
<tr>
<td>Matrix Multiplication (MM)</td>
<td>512<em>512, 1024</em>1024, 2048*2048</td>
</tr>
<tr>
<td>Principle Component Analysis (PCA)</td>
<td>1048576<em>8, 1048576</em>16, 1048576*32</td>
</tr>
</tbody>
</table>

**Figure 3: Performance Under Different Group Configurations**

To understand the behavior of our multi-group scheme, we executed the five reduction-intensive applications from our set of applications, varying the group numbers. Three different numbers of groups for each block were considered: 1, 2, and 4. Among our set of seven applications, MM and PCA are not included in these experiments, because they do not require reductions, and do not involve a shared memory reduction. kNN is not strictly a reduction-intensive application, but uses an in-object sort, and thus, the multi-group scheme is suitable for it. To focus on the impact of the number of groups, the results are reported from executions where the shared memory reduction objects are small and no overflow occurs during the entire computation. Finally, for k-means clustering, three different versions, KM20, KM40, and KM100 were created, by varying the number of clusters (centers), \( k \). Recall that the size of the reduction object increases with increasing value of \( k \).

Figure 3 shows the comparison of performance using different number of groups. These applications were tested with the large datasets. For KM20, the highest performance is achieved when the number of groups is 2. The total number of distinct keys in KM20 is 20, and thus the size of reduction object is very small. This implies a low combination overhead at the end of the computation. However, if the number of groups is 1, all the threads in one thread block update the same copy of the reduction object, and the contention can be very high. When the number of groups increases, the combination overhead increases, but the contention for each re-
duction object decreases. When we change the group number from 2 to 4, the increase of combination overhead is more significant as compared to the decrease in the contention overhead, so that the execution time increases.

KM40 has a larger reduction object. The combination overhead is now higher, but the contention during the updates to the reduction object is less severe. When we change the number of groups from 1 to 2, the benefit gained from the lower contention is almost the same with the performance loss due to the combination overhead, thus the execution time stays unchanged. When we increase the number of groups to 4, the performance gets worse due to the high combination overhead. The performance of KM100 follows a similar pattern with KM40 since it also has a large reduction object. The best performance is achieved with the group number of 1.

As we have discussed earlier, kNN is implemented by using the in-object sorting mechanism. Our experiments use 20 as the value of \( k \). The reduction objects in this application are frequently updated and the threads in each block need to perform overflow handling frequently, which, in turn, requires a bitonic sort. The bitonic sort incurs a large amount of data movement and is very time consuming. The combination overhead is relatively small compared with the sorting overhead. It turns out that in our implementation, as the number of groups increases, more threads take part in sorting. Thus the performance keeps improving when we increase the number of groups.

In the case of WC, the dataset used contains 90 distinct words, which makes it a reduction-intensive application. The best performance is achieved with the number of groups being 4. Although WC has a larger number of distinct keys than KM20, the contention on its reduction objects is more severe. This is because the time used to compare the newly generated keys with the keys in the reduction objects is long, and the hashing process and locating the key in the reduction object also take a substantial time. Thus, when the number of groups is increased, the contention decrease outweighs the combination overhead increase.

Although NBC has a small number of distinct keys (30), its execution time remains relatively unchanged with an increase in the number of groups. There are two reasons for this. On one hand, this application spends a relatively long time on processing each entry and generating key-value pairs, which makes the relative frequency of updating the reduction objects low, and the contention on the reduction objects also low. On the other hand, the hash function is able to locate the right buckets directly for this application, which makes the insertion to each bucket very fast.

PVC performs the best when the number of groups is 4. The PVC dataset we used involves 103 distinct entries, and thus, the total number of distinct keys in the first pass (which takes almost all the execution time) is also 103. The map function only computes the hash value of each entry and then emits it to the reduction object. Thus, this application has less computation, and the relative frequency of updates to each reduction object is very high. In addition, in this application, the hashing process and locating the key in the reduction object also take a relatively long time. Thus the contention on the reduction objects is quite high. Increasing the number of groups reduces such contention, resulting in better performance.

### 4.3 Comparison with Sequential Implementations

To show the overall benefits from our GPU-based framework, we compare the performance achieved on the GPU against the performance on a single thread application executing on 1 core of a CPU.

The results for the seven applications, and using three datasets for each application, are shown in Figure 4. The speedups vary considerably, depending upon the nature of the computation and the ratio between data transfer costs and execution times.

MM achieves the best speedup among all the applications. The reason is that MM does not involve any reduction. Moreover, the ratio between computation and amount of data to be processed is very high \( O(N^3) \) computation on \( O(N^2) \) data. Thus, the GPU execution is not bound by data transfer costs or synchronization overheads.

The three versions of k-means, KM20, KM40, and KM100, along with WC, NBC, and PVC are reduction-intensive applications. Our framework is effective in speeding up these applications, especially for large datasets, but not to the extent of MM. This is because of a less favorable ratio between computation and data transfers, and because the reduction stage takes a considerable amount of time. Still, the speedup of KM100 on the large dataset is nearly 180, the speedups of WC on all datasets are around 200, and the speedups of NBC on all datasets are close to 50. In the case of k-means, the speedups increase with increasing value of \( k \), because the amount of computation performed on each record also increases.

kNN only achieves a small speedup of 3.6x with the large dataset. The reason is the negligible amount of computation in the map phase and the high data movement cost. PCA also has a relatively small speedup, though it does become 24x on the large dataset. The reason is the total number of data units to be processed is small, and thus the degree of parallelism is low.

All the applications achieve higher performance as the datasets become larger. The reason is that when the datasets are small, the initialization and synchronization overheads are dominant compared to the processing time.

### 4.4 Comparison with MapCG

We now compare the performance of our framework against one of recent implementations of MapReduce on GPUs [13]. This framework has been shown to outperform one of the earlier implementations of MapReduce for GPUs, Mars [12].

MapCG does not take advantage of shared memory intensively. Instead, it stores a lot of intermediate key-value pairs to the hash table in the device memory. This not only leads to significant overheads of device memory access and synchronization, but also high costs of execution of the reduction phase. So, we will expect that its performance will not be good for reduction-intensive applications, where our framework can exploit shared memory very effectively.

Figure 5 shows the speedup of our implementations over the
MapCG framework for four applications that we consider as the reduction-intensive applications. Each application is tested with small, medium, and large datasets, and three different values of $k$ for k-means are used. We can see that we achieve significant speedups over MapCG for all datasets, and all applications in this set. KM20 achieves the highest speedup over MapCG. This is because it has a very small number of distinct keys, which leads to very high synchronization overheads (device memory based atomic operations) in the hash table used by MapCG. As the number of distinct keys becomes larger, MapCG performs somewhat better, though the relative speedups for large datasets are still very high. Similarly, WC and NBC both achieve very high relative speedups (about 90x on all datasets) due to the significant synchronization overheads in the map phase of MapCG’s implementations. PVC has a speedup of 5x, which is smaller compared with the other 5 applications. One reason is that PVC has a large number of distinct keys, which makes the synchronization overhead with MapCG’s hash table relatively low.

Figure 6 shows the speedup over MapCG for other three applications, which either spend a lot of time on map computations, or involve sorting. MM and PCA both do not use shared memory reduction objects. So the performance of our framework is almost the same as MapCG. For kNN, MapCG needs to sort the intermediate key-value pairs in device memory, which is time consuming. In comparison, our framework does most of the sorting in shared memory, although it also needs to sort the device memory reduction object before the computation finishes. Thus, our framework is more efficient, and as we can see from Figure 6, we have a factor of 3 speedup on the average over MapCG.

Overall, we can see that our method for exploiting shared memory leads to much better performance as compared with MapCG, for reduction-intensive applications. By comparing our speedups over MapCG and the speedups over sequential versions, we can see that for KM20 and NBC, MapCG even has a slowdown over sequential implementations, defeating the purpose in using a GPU. Thus, effective utilization of shared memory is crucial in benefiting from GPUs for MapReduce applications.

4.5 Comparison with Another Approach for Using Shared Memory

As we stated earlier in the paper, one recent implementation of MapReduce for GPUs does use shared memory [15]. This system, from Ji et al., is based on a more traditional approach for executing MapReduce, i.e., it has a `shuffle or sort` phase between `map` and `reduce` phases. As described earlier, their system uses shared memory as a buffer to stage input and output.

We obtained the implementation from Ji et al. and have compared it against our implementation. Among the applications we have used, implementations of KM, WC, and MM were available as part of their distribution. Because their implementation is based on a somewhat different API, it was not possible to execute other four applications on their framework. Thus, we have used these three applications.

The results from KM20, KM40, KM100, WC, and MM with large datasets are shown in Figure 7. Our system is always faster, though the exact speedup varies. Our framework achieves a very high speedup (56x) for WC. The reason is the large proportion of time spent on shuffling the key-value pairs in Ji et al.’s implementation. Also, for all versions of k-means, our framework achieves a speedup of more than 6, as we get an effective use of shared memory and avoid shuffling overhead. MM only has the map phase; i.e., neither framework needs shuffling. We still achieve a factor of 2 speedup for this application.

Overall, we can see that our approach for implementing MapReduce, including the way we use shared memory and avoid shuffling, is significantly more efficient, and clearly outperforms the previous implementation.

4.6 Evaluation of the Swapping Mechanism

In some reduction-intensive applications, the number of distinct keys is large and the reduction objects in the shared memory can become full. The swapping mechanism implemented as part of our framework is invoked in such cases. Thus, while our framework can clearly correctly handle such applications, it is useful to explore the performance of our framework for these applications.

For this purpose, we experiment with WC and PVC, where the number of keys can vary (and can be quite large), depending upon
the dataset. Thus, we examine the performance of these two applications by increasing the number of distinct keys, which leads to the increase of swaps. For each application, we use 5 datasets to evaluate the swapping mechanism. The numbers of distinct keys in the datasets vary from 300 to 4000. The size of each dataset is 100 MB. The number of buckets in each shared memory reduction object is 600. Thus for datasets with 300 distinct keys, no swap is involved.

We first investigate the change of swap frequency with the number of distinct keys increasing. The swap frequency \( f \) is defined as:

\[
f = \frac{N_{\text{swap}}}{N_{\text{task}}} \quad (3)
\]

where \( N_{\text{swap}} \) represents the total number of swaps in one execution, and \( N_{\text{task}} \) represents the total number of tasks in the workload. Larger values of \( f \) imply larger percentages of time spent on swapping.

The relationship between the number of distinct keys and the swap frequency is illustrated in Figure 8. We can see that as the number of distinct keys increases, the swap frequency increases, as we would expect. However, for both WC and PVC, the overall swap frequencies are quite low, although the swap frequency of PVC reaches 0.2% with the number of distinct keys being 4000. The results imply that in most cases, our system still performs much of the reduction work in shared memory.

We have also compared our system with MapCG and Ji et al.’s work when swaps are involved. Figure 9 shows the execution times of different frameworks for WC. Although our system involves swaps for number of distinct keys of 800, 2000, and 4000, it still achieves better performance than other two systems. MapCG has very high overhead because of the frequent accesses to global memory. Ji et al.’s framework spends considerable time shuffling. Figure 10 shows the comparison between our framework and MapCG for PVC (As was mentioned in Section 4.5, PVC is not included in Ji et al.’s distribution, and doesn’t seem straightforward to implement because of their specialized API). Our system performs better than MapCG for most cases, though MapCG has a shorter execution time as the distinct key number increases to 4000.

Thus, we can see from the results that even when the frequency of swaps increases, our framework still performs well. This is because that our system keeps a large proportion of the reduction object in shared memory, which results in lower device memory access frequency.

5. RELATED WORK

Recent years have seen a large number of efforts on MapReduce and its variants. We primarily focus on efforts specific to multi-core CPUs, GPUs, and heterogeneous systems.

Ranger et al. [19] have implemented a shared-memory MapReduce library named Phoenix in multi-core systems, and Yoo et al. [22] optimized Phoenix specifically for large-scale multi-core systems. CellMR [18] was a MapReduce framework implemented on asymmetric Cell multi-core processors. Streaming approach was adopted to support MapReduce. Mars [12] was the first attempt to harness GPU’s power for MapReduce applications. MapCG [13] was a subsequent implementation which was shown to outperform Mars. We have extensively compared our work against MapCG. Catanzaro et al. [4] also built a framework around the MapReduce abstraction to support vector machine training as well as classification on GPUs. StreamMR [7] was a MapReduce framework implemented on AMD GPUs.

MITHRA [8] was introduced by Farivar et al. as an architecture to integrate the Hadoop MapReduce with the power of GPGPUs in the heterogeneous environments, specific for Monte-Carlo simulations. Shirahata et al. [20] have extended Hadoop on GPU-based heterogeneous clusters. They enabled map tasks to be scheduled onto both CPUs cores and GPUs devices. GPMR [21] was a recent project to leverage the power of GPU clusters for large-scale computing by modifying the MapReduce paradigm.

There has been a large volume of research on porting and tuning applications and developing programming systems on GPUs. Optimizing shared memory has been an important factor in many of these studies. Some of the prominent applications where shared memory use made a very substantial performance difference include N-Body [16] and FFT [11]. The methods used in these and other similar efforts were specific to the applications, and cannot be used as part of a high-level GPU programming system.
Aggressive compiler optimizations have also been used to exploit shared memory. Baskaran et al. have provided an approach for automatically arranging shared memory on NVIDIA GPUs by using the polyhedral model for affine loops [2]. They also focus on enabling more data reuse on shared memory, while reducing data movement. Moazeni et al. have adapted approaches for register allocation to manage shared memory on GPUs [17]. They used graph coloring to solve the problem.

6. CONCLUSIONS AND FUTURE WORK

This paper focuses on utilizing shared memory to accelerate MapReduce implementations on GPUs. In order to reduce the high overhead of data copying and synchronization on the device memory, we use a reduction-based approach, where we avoid storing the intermediate data (key-value pairs) in device memory. Instead, we perform reduction on the shared memory. We have also designed an approach for storing the reduction object on the memory hierarchy of the GPU. Finally, to further improve the performance, we have developed a multi-group scheme which allows us to balance the memory overhead and locking costs for the reduction objects.

We have evaluated the performance of our framework using seven applications. We have shown that our implementation delivers significantly higher performance than MapCG, a MapReduce framework which does not utilize shared memory intensively, and Ji et al.’s implementation, which takes a different approach for using shared memory.

Possibilities for future work include developing auto-tuning techniques to determine values of certain system parameters, which will make it easier for users to obtain high performance. We will also extend our framework to support new architectures, such as the emerging coupled CPU-GPU architectures from Intel, AMD, and NVIDIA.
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