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Abstract—Classically, visualization the time-varying data acquired during fMRI experiments is performed using static activation maps obtained by testing voxels for the presence of significant activity, using parametric or non-parametric methods. The models used in these analysis methods have a number of tunable settings, which profoundly impact the detection of active brain areas. Also, studying the temporal dependencies and cascading effects of brain activation from these static maps is challenging. In this paper, we propose a methodology to visualize brain function in a time-varying fashion. This will allow neurologists to not only validate the static activation maps, but also to develop a better understanding of temporal characteristics of the activation patterns. The method is based on extracting the underlying BOLD signal from the data, de-noising and de-trending using a wavelet representation, time-windowed hierarchical clustering of voxels in the wavelet domain, followed by a spatio-temporal visualization of brain activity. We also demonstrate the utility of the method by presenting two use-cases on a real data-set.
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1 INTRODUCTION
Functional magnetic resonance imaging (fMRI) is a very powerful tool for investigating brain activity to identify functionally specialized responses and characterize its functional anatomy [20]. Functional neuro-imaging scanners acquire spatio-temporal scalar data, with a time-series associated at every voxel. These time-series data are seldom viewed directly, but instead it is subject to elaborate processing [5, 14]. The results of the analysis are static activation maps and independent clusters, although there are beginning efforts today to characterize the connectivity among brain regions. But just like in the case of electrophysiological brain studies using EEG or MEG, where temporal resolution is in the millisecond range (in stark contrast to fMRI), there is growing evidence in the metabolic imaging community that analyzing a given neural activation pattern in the temporal domain results in a much more precise and specific mapping of the metabolic signature to a given neural stimulus. As imaging pulse sequences used for fMRI become more efficient in their temporal and spatial resolution, tools that can efficiently depict cascadic and serial brain recruitment in task performance, become ever more important. Such activity road-maps shown in cine mode, as used for years in EEG and MEG, but now enhanced by the tomographic fidelity of MRI, will crucially enhance our understanding of physiological and pathological conditions of brain responses which are not apparent from static maps.

Currently, there are two salient approaches to the generation of these static activation maps:

a Confirmatory methods which parametrically fit a prior model to the data using general linear models (GLM) and analysis-of-variance techniques. The resulting activation patterns are obtained in the form of statistical parametric or probability parametric maps [11, 15, 32, etc.].

b Exploratory methods like PCA [4, 37, etc.], ICA [25, etc.], CCA [12, etc.] or clustering techniques [13, 17, 26, 28, etc.]. These methods create spatial maps of voxels labeled based on the similarity/disparity of their time courses.

All these methods have a large number of parameters that need to be tuned, and that profoundly affects the detection of activated brain regions. Therefore, there is also a need for a tool that allows the neurologist to be able to visually assess the fidelity and veracity of any analysis result in order to find the best settings for the data-set under consideration.

However, in order to provide a meaningful visualization of the fMRI time signal, multiple problems have to be solved. The first challenge is extracting the BOLD signal (described below) at every voxel from the acquired data. The time-series data consists of four components:
1. A structural component, which measures the anatomical features of the brain (much like a conventional MR image). The majority of the signal energy is contained in this component, and it is constant across time.

2. The blood oxygenation level dependent (BOLD) signal, which measures the concentration of oxygenated blood in a voxel. It provides an indirect indication of brain activity, and depends upon the correlation between local neuronal activation and regional changes in blood flow and blood oxygenation levels [6]. While the exact mechanics linking neuronal activity to the BOLD signal is an active area of research [16], it appears that after an activation there is an initial drop in the levels of oxygenated hemoglobin in response to increased metabolic activity. This followed by a surge in the level of oxygenated blood, a peak and then a return to the baseline with a slight undershoot [18], lasting from 4 to 7 seconds. While the exact shape of this hemodynamic response function (HRF) is highly variable across brain regions, stimuli, and subjects [1], the shape of a theoretical (canonical) HRF is shown in Fig. 1. The BOLD signal constitutes only a few percent of the acquired fMRI signal energy.

3. Instrumental and physiological noise which tends to exhibit a $1/f$ spectrum associated with fractional Brownian motion (fBm) [7].

4. Baseline drifts, which are long term low frequency drifts in baseline signal intensity, the cause of which is not totally understood [34], and which is a major hurdle in any analysis of the data.

An example of a raw time course through an activated voxel is shown in Fig. 4(a). This signal contains, along with the desired BOLD signal, the structural component and is corrupted by noise and baseline drift. Fig. 2 shows the one axial slice of the raw fMRI data at five consecutive time-points. From these figures it can be seen that visualizing the raw signal by itself is meaningless, and some method to extract the relevant information is needed. In this paper, we use a wavelet based estimation method to remove the noise, correct the baseline drift and extract the BOLD signal from the data, following a model proposed by Meyer [27].

![Fig. 1. The shape of the canonical hemodynamical response function (HRF) [1]. However, in reality, the exact shape of HRF is highly variable.](image-url)

Another major problem is that of visual clutter. A typical fMRI volume consists of $64 \times 64 \times 32$ voxels, and making sense of the independent time-course through every voxel is an impossible task. Existing fMRI analysis tools allow graphing the estimated BOLD signal through an individual voxel (or the average BOLD signal through a user-specified VOI). However, by eliminating the spatial aspect of the signal, the utility of these visualizations for analysis of the regional cerebral blood flow (rCBF) is limited. Additionally, the activation time courses through similarly activated voxels are not exactly the same, and a temporally varying visualization of the per-voxel BOLD signals results in speckling and sparkling visual artifacts. To deal with these problem, we group voxels into coherent clusters based on the similarity of their time courses, and modulate their intensity with the representative time course of the cluster. Clustering is performed using a time-windowed hierarchical clustering algorithm in the wavelet descriptor space. An another advantage of this step, is that by clustering and averaging across similarly activated voxels, we are able to
improve the signal SNR. The natural number of clusters in data is identified using the Mixture Regression Criteria (MRC) [29].

The extracted BOLD signal is rendered as a time-varying cine overlaid on a structural MR image of the same subject, recreating the effect of oxygenated blood flow. The experimental conditions are also displayed in synchrony with BOLD signal, allowing the user to visually correlate experimental events with the hemodynamic response. This visualization helps the user to both validate experimental hypotheses and explore for ancillary effects. The BOLD signal, as extracted by our technique, is shown in Fig. 3, for the same axial slice at the same time points, as in Fig. 2.

The main contribution of this paper is a method and a tool for visualizing the measured BOLD signal from fMRI studies to help verify the activation maps generated by standard toolkits. Moreover, the system was designed to help develop an understanding of the temporal and spatial patterns of brain activity. To realize these goals, it was important that the techniques employed not add any additional uncertainty, in terms of restrictive assumptions on the shape of the hemodynamic response function, the linearity of the response, nature and number of the clusters, or through algorithms with a large number of user-tunable parameters. The wavelet based estimation, the hierarchical clustering and the model size selection methods used in this paper conform to extremely weak assumptions about the nature of the data and have very few parameters that need to be set, thereby adhering to these principles.

The organization of the paper is as follows: In Section 2, we go over current literature in the domain of spatio-temporal visualization, with special attention to medical images. The wavelet based estimation of the BOLD signal is presented in Section 3. Then in section 4, we describe our hierarchical clustering algorithm, with cluster selection using the MRC. Section 5 gives a description of the visualizations used and the tool. We then demonstrate the utility of the tool by going through a use case on a real data-set in Section 6. Finally in Section 7, we conclude with some remarks on the tool and directions of future investigation.

2 Related Work

There is a large body of work for visualizing data-sets with temporal dependencies. See [2] for a plenary survey on visualizing time-series data. Most of the prior art in visualization of spatio-temporal visualization has been concerned with the problem of dealing with massive data sizes and rendering them accurately and efficiently [24]. It has also been studied in the context of flow-field visualization [23, 36, 39], with the focus mainly on extracting the relevant features from the data and visualizing them in an interactive fashion. A discussion of these methods is out of the scope of the current work here.

In the case of medical data-sets, existing methods [3, 10, 31] concentrate on a comprehensive evaluation of the time-behavior of the data. They provide static visualizations by building transfer functions that represent the temporal characteristics of the data, thereby effecting a visual clustering/segmentation of the data in a temporal feature space. Even though we perform a feature extraction and clustering of the data, our aim is quite the opposite in that we want to render the time varying data itself, in order to allow the investigator to draw inferences about the underlying activity patterns. In the case of fMRI, there are many tools currently available for analysis and visualizing, including AFNI [8], BrainMap [22], Brede Toolbox [30], SPM [15], FSL [35]. However, none of them provide time-varying visualizations of the BOLD signal in the brain. Tory et al. [38] discuss several methods for visualizing time-varying medical data. They explore visualization methods, which include iso-surfaces, direct volume rendering and vector visualization using glyphs, to produce an animation of consecutive time steps that illustrate how the intensity and gradient change.

Fig. 2. An axial slice from the raw fMRI data at eight consecutive time points for the same brain image. From the images, it is extremely hard to deduce the activation patterns and the hemodynamic response function.
with time. We are presently investigating the application of such methods to our visualizations.

### 3 BOLD Signal Estimation

To relate the BOLD signal $s_x(t)$ with the time course $y_x(t)$ measured at $T$ time points for each voxel $x$, a partial linear model [27] is used:

$$y_x(t) = \theta_x(t) + s_x(t) + \nu_x(t), \quad t = 1 \ldots N - 1.$$  

(1)

Here, $\theta_x(t)$ is the baseline drift and $\nu_x(t)$ is correlated noise with the $1/f$ spectrum of a long memory fBm noise [7].

The baseline drift is restricted to the wavelet coefficients at large scales, since it happens due to phenomena that vary gradually over relatively large periods of time as compared to the HRF [34]. By selecting a wavelet basis with $p$ vanishing moments and assuming a polynomial approximation of the drift with order less than $p$, $\theta_x(t)$ will have a sparse representation in this basis. Thus the drift can be modeled in the wavelet domain by:

$$\theta_x(t) = c_{j_0}^0 \Phi(2^{-j_0}t) + \sum_{j=j_0}^{J-1} \sum_{k=0}^{N_j-1} w_{j,k}^\theta \psi(2^{-j}t - k).$$

(2)

Here, $\Phi(t)$ is the scaling function, $\psi(t)$ is the wavelet, while $c_{j,k}^\theta$ and $w_{j,k}^\theta$ are the scaling and wavelet coefficients of $\theta_x(t)$ respectively, at scale $j$ and translation $k$. $J$ corresponds to the coarsest scale and typically $T = 2^J$. This model of baseline drift assumes that all the wavelet coefficients $w_{j,k}^\theta$ at scale $1 \leq j \leq J_0$ are zero. The Cohen-Daubechies-Feauveau 9/7 bi-orthogonal spline wavelets with $p = 4$ vanishing moments are used because they are almost orthogonal, have finite support and linear phase and do not require special treatment at boundaries [27].

The wavelet transform provides an approximation of the Karhunen-Lo`eve transform (KLT) for the fBm noise [40]. The KLT, which is an extension of the PCA to Hilbert spaces, de-correlates a random process by projecting it on to an orthogonal basis that are the eigenfunctions of the auto-covariance kernel. Specifically, if $K_x(t_1,t_2) = E[y(t_1)y^*(t_2)] - E[y(t_1)]E[y(t_2)]$ is the auto-covariance kernel of a stochastic process $y(t)$, then KLT is the decomposition of the process onto an orthogonal basis $e_i(t), i = 1 \ldots \infty$, such that $y(t) = \sum_i Z_i e_i(t)$. Here $e_i(t)$ are the eigenfunctions of $K_x(t_1,t_2)$, and $Z_i$ are uncorrelated random variables. Therefore, the wavelet transform $\mathcal{W}\{\nu_x\}$ of the fBm noise $\nu_x(t)$ is composed of coefficients which are almost de-correlated [40]. The noise coefficients $[c_{j_0}^\nu, w_{j_0}^\nu, \ldots w_{1,T/2-1,j_0}^\nu]^T$ are well approximated by normally distributed independent random variables, with co-variance matrix $\Sigma_\nu = \text{diag}(\sigma_1^2, \ldots, \sigma_t^2)$, which can be estimated at each scale $j$ by a robust estimator [21].

Now applying the wavelet transform $\mathcal{W}$ to both sides of eqn. 1, we get:

$$\mathcal{W}\{y_x\} = \mathcal{W}\{\theta_x\} + \mathcal{W}\{s\} + \mathcal{W}\{\nu_x\},$$

(3)

Let $t_0 = 2^{-J_0+1}T$ be the non-zero wavelet coefficients of the baseline drift, i.e. $\mathcal{W}\{\theta_x\} = [c_{j_0}^\theta, d_{j_0}^\theta, \ldots, d_{2J_0-1,j_0}^\theta, 0, \ldots 0]^T$. Let $P_{t_0}(z) = [z_0, \ldots, z_{j_0-1}, 0, \ldots, 0]^T$ be the projector of a vector $z$ onto the first $t_0$ coordinates, and $Q_{T-t_0}(z) = [0, \ldots, 0, z_{j_0+1}, \ldots, z_T]^T$ be the projector onto the last $T-t_0$ coordinates. Then, we can estimate $\hat{s} = \mathcal{W}^{-1}\{Q_{t_0}\Sigma_\nu^{-1}\mathcal{W}\{y\}\}$ and $\hat{\theta} = \mathcal{W}^{-1}\{P_{t_0}\Sigma_\nu^{-1}\mathcal{W}\{y\} - \mathcal{W}\{\hat{s}\}\}$. Thus, by performing the processing in
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Fig. 3. The same axial slice of the structural MR image overlaid with the extracted BOLD signal at the same eight consecutive time points.
the wavelet domain, we can effectively remove the contamination of the baseline drift, as well as the long memory noise. The results of this step are shown in Fig. 4 for a single voxel.

The optimal value of $J_0$ is selected using a version of the Akaike Information Criteria corrected for small sample sizes [19], given as:

$$AIC_c(t_0) = \log \hat{s}^2 + \frac{T + t_0}{T - t_0 - 2}, \quad (4)$$

where, $\hat{s}^2$ is the maximum likelihood estimate of the reconstruction error, given by $\hat{s}^2 = 1/T ||y - \hat{s}||$. The $AIC_c$ criterion finds a balance between the error of the data due to a model (reconstruction error) and the complexity of the model (the number of non-zero wavelet coefficients). The desired $J_0 = 1 - \log_2 t_0/T$ occurs at the minimum of this function.

We have observed that there is a fairly large latitude both in the selection of $p$ and $J_0$, which can be explained by the fact that the baseline drift occurs at scales significantly larger than the BOLD response.

### 4 Clustering

Clustering of fMRI voxels has classically been used to find volumes of interest (VOIs) exhibiting similar time courses, and then to test these VOIs for activation. Our goal, on the other hand, is to replace the large number of independent BOLD signals with a few representative signals, primarily to reduce the visual clutter. A secondary purpose is to loosely group similarly activated voxels, thereby giving the investigator a general sense of regions that exhibit a similar hemodynamic response.

We first define a generalized distance metric between the estimated HRFs of two voxels $x_i, x_j$ as:

$$d^2(s_{x_i}, s_{x_j}) = [\Psi \{s_{x_i}\} - \Psi \{s_{x_j}\}]^T \Lambda [\Psi \{s_{x_i}\} - \Psi \{s_{x_j}\}], \quad (5)$$

where $\Lambda = \text{diag}(2^J, 2^{J-1}, ..., 1)$ provides a weighting towards larger scale wavelet coefficients, whereby accentuating differences between voxels at large signal scales, while suppressing differences at smaller scales. The representative signal $s_c$ of a cluster $c = \{x_i\}$ is defined as the one that minimizes the within-cluster variance, given as:

$$s_c = \arg\min_s \sum_i d(s_{x_i}, s)^2,$$

which gives

$$s_c = \Psi^{-1} \left\{ \sum_i \Psi \{s_{x_i}\} \right\} \quad (7)$$

The clustering is then performed using an agglomerative hierarchical clustering algorithm as follows:

1. Strictly, the correlation of the wavelet coefficients $w_{j,k}^y$ and $w_{j,k}'^y$ decays like $O(2^{-j} - 2^{-k}2^{-p})$. 

---

**Fig. 4.** Fig.(a) shows the raw time course (red, full), with an intensity offset due to the structural component in the fMRI signal, plus the baseline drift (black, dashed) and noise. Fig.(b) shows the de-trended BOLD signal with noise (red, full) and the de-trended and de-noised BOLD signal (black, dashed).
i For each voxel \( x_t \), create one cluster \( c_i \) of weight \( w_i = 1 \). Initialize the cluster dissimilarity matrix \( D_{t,j} = d^2(s_x, s_y) \).

ii Find the two clusters \( c_i \) and \( c_j \), such that \( D_{t,j} \) is minimum. Merge the two clusters into a new cluster \( c_n = c_i \cup c_j \) with weight \( w_n = w_i + w_j \).

iii For all clusters \( c_k \) with \( k \neq i, j \), update the dissimilarity matrix by the formula

\[
D_{n,k} = \frac{(w_i + w_k)D_{i,k} + (w_j + w_k)D_{j,k} + (w_k)D_{i,j}}{w_i + w_j + w_k}
\]

(8)

iv Remove clusters \( c_i \) and \( c_j \) from the set of clusters and repeat until there is only one cluster left.

Since the tool is designed to visualize the measured BOLD signal with good fidelity, it is imperative that the algorithm be conservative and not over-cluster regions. To automatically select the correct level of clustering, the Mixture Regression Criteria (MRC) [29] is used. The MRC was designed to deal with the problems of over-clustering associated with other model selection methods like the AIC. The MRC formulation used here (eqn. 9) consists of two terms: the first measures the lack of fit (i.e. within-cluster variance), while the second penalizes a model with too many small clusters.

\[
\text{MRC}(K) = \sum_{k=1}^{K} n_k \log(\sigma_k^2) - 2 \sum_{i=1}^{K} n_k \log \frac{n_k}{N}
\]

(9)

Here \( K \) is the number of clusters, \( n_k \) is the number of voxels in cluster \( c_k \), and \( \sigma_k^2 \) is the variance of cluster \( c_k \) defined as \( 1/(n_k - 1) \sum d^2(s_x, s_y) \). This formulation of MRC \( (K) \) has been shown to have a distinct minimum at a finite \( K \), and we choose this as the appropriate value for the number of clusters.

To capture the temporally transient nature of the brain response to experimental events (due to habituation, shift-of-attention, etc.), rather than cluster the BOLD signal across the entire duration of the experiment (\( \approx 1200s \) in our data-sets), we cluster the BOLD signal across shorter durations, with a sliding time window. As the clustering is performed in the wavelet domain, the support of the largest scale wavelet significant to the HRF serves as good indicator for the window size. To elaborate, in the wavelet decomposition \( w \{ s_x \} \) we determine the largest scale \( j \) at which the wavelet coefficient \( d_{j,k}^{s_x} \) is significantly different from zero, for all voxels \( x \). This is done using a Student’s two-sided \( t \)-test with significance level \( \alpha = 0.05 \) and \( N - 1 \) degrees of freedom. The scale of this wavelet determines the temporal window size in which transient clustering is performed.

The hierarchical clustering algorithm has a complexity of \( O(N^2) \), where \( N \approx O(10^5) \). In order to reduce the computational burden, we cull all those voxels where the energy of the BOLD signal in the current time window is less than a certain threshold. This also serves to clean up the visualization by restricting it to voxels of significant activation. This threshold is selected manually and is the only parameter of the system. This step typically reduces the number of voxels by half. In spite of this, the clustering has to be performed off-line.

5 Visualization

The BOLD signal at every voxel is estimated (Section 3) and the signals are loosely clustered, in a time-windowed fashion, into a sparse set of clusters (Section 4). The independent BOLD signals are replaced by their cluster centroid, in order to reduce the visual speckling effect. This step has the added benefit of improving the reconstructed signal SNR and smoothness, by averaging across voxels in a cluster, in the wavelet domain.

The visualization (Fig. 5(a)) consists of a structural MR image in which the BOLD effect \( s_x(t) \) at voxel \( x \) at time point \( t \) modulates the intensity of the red color channel at that voxel. The visualization is displayed in the three orthogonal views (Axial, Coronal and Sagittal), and in a 3D display. Here, two modes are provided: (a) the volume sliced along the three orthogonal planes, or (b) a surface rendering of the cortical surface and internal neuro-anatomic structures. Cortical surface extraction and skull stripping from the anatomical MR images was done using FreeSurfer [9, 33] A time slider allows the user to change the time point \( t \) in the visualization. Alternatively, the time-series can be displayed in a cine mode, for the entire experimental duration or only for particular experimental events.

A second UI window shows the experimental conditions (external stimuli, subject responses, and experimental parameters [20]) as a set of graphs time-locked with BOLD effect display. The conditions are convolved with the
canonical hemodynamic response function (see Fig. 1), in order to help the user seek and understand correlations between the measured and expected responses (Fig. 5(b)). The experimental conditions for our data-set are described in Section 6.1. As the user steps through the BOLD signal visualization in time, this display advances in synchrony, giving the user a reference frame with respect to the experimental conditions.

![BOLD signal visualization](image1)

![Experimental conditions](image2)

Fig. 5. Fig.(a) shows the BOLD effect visualization. The top panel is 3D visualization along three orthogonal cutting planes. The bottom panel shows the image in three orthogonal views (Axial, Coronal and Sagittal). Fig.(b) shows the experimental conditions, graphed in synchrony with the BOLD effect visualization. The conditions are convolved with a canonical HRF (Fig. 1), in order to help the user understand correlations between the measured and expected responses.

6 Results

In this section we present a couple of examples of how this tool can help an investigator refine the analysis, validate the generated activation maps generated, and better understand the hemodynamic response to specific hypotheses. In this study, we used the SPM software\(^2\), version 5, which is a standard toolkit for fMRI analysis. It uses a General Linear Model (GLM) description of the experimental paradigm to measure the response at each voxel to the experimental conditions. This is followed by statistical hypothesis testing (\(t\) and \(F\)-tests) to determine significant activation in voxels, which are displayed as statistical parametric maps. To analyze a data-set, a number of parameters need to be configured. For example, during a typical analysis session the following need to be set:

\(^2\)http://www.fil.ion.ucl.ac.uk/spm/
i the experimental design, which can be specified in many different ways resulting in different kinds of analysis,

ii the model for the HRF (canonical HRF, a Fourier description of the HRF, a gamma function description or a finite impulse response description),

iii the intensity re-normalization parameters to deal with baseline drift and variations in image intensity over time,

iv the hypotheses to be tested, specified as contrast vectors for \( t \) or \( F \)-tests,

v the type of conjunction to be used, in case multiple hypotheses need to be tested simultaneous, all of which have significantly different meanings,

vi the \( \alpha \)-value for statistical significance,

vii the method to correct for the Multiple Comparisons (MC) problem.

For more details, the reader is referred to [11]. Over here we will present two use-cases, one of how the tool can be used to select an appropriate \( \alpha \)-value, and the other on how the tool can be used to explore hypotheses and temporal dependencies of brain activation.

6.1 Material

Our data-set was collected from a study where participants underwent functional and structural MRI while assessing the incorrectness of multiplication results. An irregular, self-paced experimental paradigm was used, consisting of repeated multiplication tasks. See Fig. 6 for an illustration of a single trial. In each trial, subjects were exposed visually or aurally to simple multiplication problems with single digit operands, e.g. \( 4 \times 5 \), and had to decide if the solution subsequently offered was either: (a) close (within \( \pm 25\% \) of the correct answer), (b) too small or (c) too big with respect to the correct result. Subjects answered by pressing a button with the index finger of the dominant hand for too small, the middle finger for close, and the ring finger for too big. Each trial of the experiment consisted of the following phases:

i the visual or aural presentation of the numbers for 2.5s,

ii an equal sign (=) for 0.3s followed by the incorrect result (0.8s),

iii a judgement period of variable duration up to 4s followed by the response event,

iv rest condition with fixation point of 1s until the beginning of the next trial.

Stimulus onset asynchrony (SOA) ranged from around 4s to a maximum of 8.6s. The aim of the experiment was to

![Image](image_url)

Fig. 6. Each trial consists of four distinct phases: i) the two numbers are either displayed or sounded (duration 2.5s), ii) a gap (0.3s), followed by an incorrect result (0.8s), iii) a variable duration interval of up to 4s for the subject to respond, iv) a rest duration of 1s before the start of the next trial.

identify the effect of the following factors on brain function during arithmetic processing:
i the size of the multiplication product \((\log Ps)\) effect,

ii the distance of the displayed result from the correct solution \((\logDev)\) effect.

Acquisition was done on a General Electric 3-Tesla MRI scanner with a quadrature head coil using a 3D PRESTO BOLD pulse sequence with phase navigator correction and the following specifications: echo time 40ms, repetition time 26.4ms, echo train length 17, flip angle 17\(^\circ\), volume scan time 2.64s, and voxel size 3.75 \(\times\) 3.7 \(\times\) 4mm. A typical session lasted from 15 to 18 minutes, with 130 trials. At the end of the study, an anatomical MR scan (sagittal 3D-SPGR) was acquired with a slice-thickness of 1.2mm and in-plane resolution of 0.94mm.

Raw data were reconstructed offline and routine pre-processing\(^3\) was done in SPM5. The finite impulse response method of HRF modeling was used for three reasons: i) to enhance the temporal independence of the analysis, ii) to increase the sensitivity of cascading activations among brain regions, and iii) to optimally account for the irregular paradigm design and briefness of the rest-state condition.

6.2 Use Cases

For the first example, consider the question \(Q_1\): “Find those voxels activated only during visual presentation, and not during aural presentation”. This hypothesis is tested as a one-sided \(t\) test with three different settings: (a) \(\alpha = 0.01\) with no MC correction, (b) \(\alpha = 0.001\) with no MC correction, (c) \(\alpha = 0.01\) with the False Detection Rate correction method.

The resulting statistical parametric maps are shown in Fig. 7, as Maximum Intensity Projections (MIP) on three orthogonal views of a glass brain. Grey indicates regions of activation. The threshold for the map in Fig. 7(a) is too low and has resulted in too many false positives. It is very easy to confirm this by stepping through visualization of the BOLD signal in the entire brain, for aural and visual presentations separately and examining the regions that co-activate and those that do not. Even though the maps in Figs. 7(b) and (c) are better, there are still differences between the two, and some method to select between the two is required. For e.g. consider the area highlighted by the red arrow in Fig. 7(b). It is marked active in Fig. 7(b) but not in Fig. 7(c). However, by stepping through the BOLD visualization across multiple visual trials and aural trials separately, we see it being activated in both cases, albeit with a delay after number presentation. This observation is corroborated by the fact that the region (left dorsal pre-frontal cortex) is not known to be associated with visual tasks, but rather with number processing and working memory.

![Fig. 7. MIPs of the activity maps for \(Q_1\) for three different settings of the significance level and MC correction. Darker shades of grey indicate higher levels of activation.](image)

A second use case for the tool involves trying to visually validate the neuro-functional hypothesis that during the aural multiplication task, there is still a certain amount of activation in the visual cortices, but this is mainly a feedback effect. To validate this hypothesis, the regions of interest in the visual cortex are located in the tool, and those epochs corresponding to aural activations are played through. After a few runs through the data-set, one can see activations in

\(^3\) spatial realignment for motion correction, spatial normalization to MNI brain space, co-registration of the functional and structural scans, and spatial smoothing with a 12mm Gaussian filter
the visual cortex that are temporally correlated with the aural presentation of the numbers. While this exercise does not rigorously confirm that the hypothesis is true, it does provide an indication of the effect and of its probable locations, which can be followed up by various statistical tests. Using this tool, it is also seen that while auditory and visual tasks differ significantly in multiple regions of the brain at the start of a trial, towards the middle and the end the functional response is similar, as expected.

7 Conclusion

In this paper, we have presented a method to visualize the time-varying BOLD signal acquired during neuro-imaging experiments, to address a need for studying brain function. The method consists of two main steps:

1. extracting the BOLD signal at every voxel from the raw fMRI data and correcting for noise and baseline drifts in signal intensity, using a wavelet based technique,

2. time-windowed hierarchical clustering which improves the visualization by reducing the number of independent components in the data and by increasing the SNR of the signal through selective averaging.

We presented two use-cases of the method highlighting its utility in validating the results generated by standard fMRI tools and in providing a mechanism for the exploration of the data and for the corroboration of hypotheses about brain function. We also demonstrated how the method can be used to understand the cascading effects and temporal dependencies of brain activation. Such hypotheses are not easily tested and visualized with static activation maps.

We are currently investigating methods of locating cortical activations (as compared to whole brain) and displaying them on a surface rendering of the cerebral cortex, with and without flattening. We are also looking at techniques to integrate static activation maps and the time-varying BOLD effect into a single visualization scheme.
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