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Abstract

In this paper, we consider the basic problem of trans-
planting a protocol from one network to another net-
work that may have different signal propagation char-
acteristics and inter-node spacing. To achieve pre-
dictable protocol behavior in the target network, we
exploit the concept of “link usage spectrum” and seek
to reproduce the spectrum of the source network as
closely as is possible in the target network. The link
usage spectrum depends upon the protocol in ques-
tion; we illustrate for a family of protocols how the
link usage spectrum is calculated analytically from the
protocol metric for choosing forwarding links in the
network. We also illustrate our technique for achiev-
ing comparable protocol behavior via experiments and
simulations with a well known protocol in indoor and
outdoor network settings.

Keywords: Wireless Sensor Network,Testbed, Plan-
ning, Calibration

1 Introduction

Experiences in deploying low-power wireless net-
works during this decade have yielded a number of
surprises, wherein network behavior in the field di-
verged substantially from that seen in laboratory
tests. A combination of factors has contributed to
these surprises. One key factor is that the effective
topology of the laboratory tests is different from that
of the field deployment: Not only is inter-node spa-
tial (separation) scale different in the two networks,
but the environment signal propagation characteris-
tics also tend to be different, and as a result the link
selections and the intra-node traffic interference di-
verge. Differences in externally induced communica-
tion interference are another factor. Other scale dif-
ferences in the field deployment, i.e., increasing the
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number of the nodes fielded, and consequent phase
transition or instability issues are yet another factor.
Moreover, network protocol behaviors can themselves
exhibit nontrivial variability, and this variability may
only be inadequately understood in the testing phase.

The multi-faceted difficulty with ensuring desired
protocol behavior in the field, coupled with the high
cost of testing and tuning the performance in the field,
motivates the scientific study of tools and techniques
that simplify predictability of network behavior. In
this paper, we take a step towards addressing this dif-
ficulty by focusing on the first of these factors, i.e.,
achieving predictable performance in spite of changes
in the effective topology that result from changing the
environment of the network and adjusting the inter-
node scaling. We limit our attention to this factor not
just because it is a key factor based on experience, but
also because a separation of concerns is desirable (as
well as feasible) with respect to the other factors.

What do we mean by predictable performance?
Even if the test and deployment environments are
the same and we only adjust the intra-node spatial
scale of the network in going from one network to the
other, realizing identical protocol behavior in two dif-
ferent networks is hard (albeit not impossible). In
several cases, it is however both sufficient and feasible
to realize a probabilistic equivalence between two such
networks. By probabilistic equivalence, we informally
mean that the set of links for the two networks are
sampled from the same multivariate Gaussian proba-
bility distribution.

For two networks at different spatial scales in the
same environment, positive results for achieving prob-
abilistic equivalence have been presented earlier, i.e.,
by using transmission power control [1]. (The power
control may be realized via attenuator hardware
and/or software control.) That study also experimen-
tally compared the performance metrics of two wire-
less sensor network (WSN) protocols —Sprinkler [2],



a protocol that provides a bulk data transmission ser-
vice, and LOF [3], a protocol that provides a beacon-
free routing service— at different spatial scales in
Kansei, an indoor WSN testbed [4], to illustrate how
to select the transmission power to achieve probabilis-
tic equivalent behavior when scaling all inter-node dis-
tances by some constant.

In contrast, for two networks at different spatial
scales in different environments —in particular, with
different path loss exponents— it is straightforward
to show that it is impossible to achieve probabilis-
tic equivalence using only transmission power con-
trol. This necessitates consideration of alternative
techniques.

Link Usage Spectrum. In this paper, towards achiev-
ing comparable performance in networks in poten-
tially different environments, we adopt the concept of
realizing the same (or close to the same same) “link
usage spectrum” in the networks. Informally speak-
ing, the link usage spectrum of a network is the prob-
ability distribution with which the network protocol
selects links of different length from among all the
available links in the network at hand. Thus, even if
the “available” link spectrum of two networks are dif-
ferent but the probability distribution of the chosen
links are comparable, the protocol behavior of the two
will likely be comparable.

By way of illustration of how the link usage spec-
trum is used in achieving predictable network behav-
ior, we consider the case where a prototype network
is tested in an indoor environment before it is fielded
somewhere outside. Since the indoor environment is
persistent and easily instrumented for tests, it is rel-
atively easy to collect fine-grain, long running proto-
col behavior information in it. Thus, if one could ef-
ficiently collect/determine link usage spectrum data
for the outdoor deployment environment, then one
could (analytically or experimentally) design the link
usage spectrum for the indoor tests (say by choosing
the indoor network spatial scaling facto and transmis-
sion power level) to be close to that of the field net-
work, The resulting observed indoor protocol behavior
would be predictive of the behavior to be observed in
the field.

There are two major factors that affect the link us-
age spectrum: the metric of chosen by the network
protocol for forwarding traffic and, more generically
the signal to noise ratio (SNR), or RSSI, values of
links. It is often the case that the metric itself in-

volves a function of the SNR (or RSSI) as well as the
distance traversed by the link. In these cases, the link
usage spectrum can be reformulated as a function of
relative preference based on SNR and forwarding dis-
tance. We emphasize that this is only one of the ways
to reformulate the link usage spectrum, and that the
analysis we perform subsequently in the paper is read-
ily adapted to several other routing metrics.

There has been little previous work on the link usage
spectrum. There is significant literature however, e.g.
[5], that models the bit error rate for radio channels
and thus calculates performance metrics such as signal
to noise ratio (SNR), packet reliability rate (PRR),
expected number of transmissions (ETX), PRR × d
(the forwarding distance) [6], and expected latency
per unit distance (ELD= 1

PRR×d) [3]. A related work
that implicitly exploits the link usage spectrum idea
is [6], although its role is different: the spectrum is
used as a tool for calculating average network metrics
that are in turn used for choosing between protocols
and optimizing a protocol realization with respect to
its intended forwarding metric. [6] also uses numeri-
cal simulations for calculating the spectrum; by way
of contrast, we provide a closed form equation for ex-
pressing the link usage spectrum in the context of the
forwarding metric at hand.

Contributions. Our main contribution is proposing
a general technique for achieving predictable perfor-
mance in different networks based on the link usage
spectrum concept. Specifically, we define a metric,
the XPlantError, which is the l1 distance between the
link usage spectrum of the two networks, and mini-
mize the XPlantError between the test and deploy-
ment networks.

We illustrate how the link usage spectrum is analyt-
ically derived for network protocols whose forwarding
metric depends on Packet Reliability Rate (PRR), dis-
tance, and other variables based on SNR. We further
show that the analytic expression is corroborated by
experimental measurements and simulation of the link
usage spectrum in such contexts. Also, we perform in-
door and outdoor experiments with a messaging pro-
tocol, the Collection Tree Protocol (CTP) [8] (which is
distributed with the TinyOS 2.0 release) corroborate
the validity of the XPlantError approach for achieving
comparable network behavior.

Road map. In Section 2, we define link usage spec-
trum, XPlantError, and illustrate how to analytically
calculate the link usage spectrum for one class of net-
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work protocols. In Section 3, we provide an experi-
mental and simulation study of CTP protocol trans-
plantation in the context of a simple chain topology in
indoor and outdoor networks. In Section 4, we discuss
variations of the definition of XPlantError for achiev-
ing potentially higher fidelity in predicting network
behavior, as well as limitations of our formulation of
link usage. In Section 5, we summarize our observa-
tions and discuss future work.

2 Link Usage Spectrum and Network
Transplant Error

Wireless network behavior is largely influenced by
the performance of the wireless links between the
nodes of the network. Performance of a wireless link
between a transmitter and receiver is determined by
the RF channel between the terminals (environment
model) and the bit-error-performance of their wire-
less transceivers (radio model). RF channel models
describe the probabilistic relation between link dis-
tance and path loss. Specifically, in any given network
links of same length experience different channel real-
izations due to spatial variations in obstructions and
reflectors in the scene. As a result, the received signal
strength experienced on links of length d is a random
variable R(d). The RF channel model induces a distri-
bution on R(d). As an example, log-normal shadow-
ing model, a large scale fading model employed com-
monly in indoor and outdoor link studies, described
the received signal strength as:

R(d) = Pt − PL(d0)− 10η log(d/d0) + Nσ (1)

where η is the path loss exponent, Pt is the trans-
mitter power, and PL(d0) is the path loss observed
at distance d0 in dB and Nσ is a zero-mean Gaussian
random variable with standard deviation σ, represent-
ing spatial variations in the RF environment. The re-
ceived signal to noise ratio(SNR) at the receiver y(d)
is given by the received signal power R(d) reduced by
the noise power P0.

y(d) = R(d)− P0 (in dB) (2)

The radio receiver performance can be characterized
by representing the packet reception rate PRR(y) as a
function the received signal to noise ratio y. PRR(y)
gives the probability that a packet received with SNR
of y will be decoded correctly by the receiver. The
relation between packet-reception-rate and SNR de-
pends on the modulation scheme and the packet en-
coding scheme employed by the radio transceiver. The

function PRR(y) is a monotonously increasing func-
tion with range [0, 1] and acts as a soft limiter. The
PRR(y) function for the 802.15.4 wireless physical
layer is given in Figure 1. The combination of the en-
vironment and radio model can completely describe
the link properties observed in a wireless network for
low-rate/time division access where the interference is
not significant. Experimental [13] and Analytical [5]
studies of low power wireless links have shown that
high percentage of network links will be either good
or bad (< 10% and > 90% PRR).

We note that the reported link reliability statistics
by previous studies are based on the a priori distribu-
tion of the link realizations. If we consider posterior
distribution of the selected links for a network proto-
col will be even more skewed towards high PRR val-
ues. As a result network forwarding performance is
grossly determined by the link lengths that are being
utilized and less so by the small variations in link qual-
ities. Therefore, in this paper we focus on a particu-
lar network statistics called link usage spectrum: the
probability distribution with which a given network
protocol selects links of different length from among
all the available links in the network at hand.

Specifically, consider a wireless network W =
({lj}, η, σ) with link set {lj}M

j=1 and the RF environ-
ment (η, σ) employing a network protocol P. We note
W is a probabilistic object, referring to the ensemble
of link set realizations. For each realization of the
wireless network W, network protocol P chooses a
subset of the link set for forwarding of data. We con-
sider one dimensional linear networks with uniform
node spacing, where the link lengths dj ≡ d(lj) are
constrained to the finite set {τ, 2τ, 3τ, . . . , Nτ}, where
τ is the minimum node spacing. The link usage spec-
trum L(W,P, i) is the discrete probability distribu-
tion over the length of links induced by the network
protocol P.

L(W,P, i) = Prob[d(l) = iτ ] (3)

The link usage spectrum is a universal summary
statistics of network behavior. The fundamental im-
portance of link usage spectrum stems from the fact
that many network wide metrics can be calculated as
averages over link realizations weighted by the usage
spectrum as discussed in Section 5. As a result, we
propose to use the link usage spectrum to match pro-
tocol behavior across scales and environments. The
link usage spectrum can be calculated in situ empiri-
cally as averages over node link usages or can be de-
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rived directly from RF environment and physical layer
models. In this paper, we derive analytical expres-
sions for link usage spectrum for the ELD forward-
ing protocol that maximizes PRR×d under lognor-
mal shadowing model. While the theorems are pre-
sented using the ELD protocol metric of evaulating
links, they can be easily customized to other forward-
ing protocols based on optimization of network met-
rics encapsulating PRR and d.

Theorem 1. For a protocol P which uses PRR × d
as the metric for choosing forwarding links, the prob-
ability of choosing link li over link lj can be expressed
as below:

P (PRR(yi) ∗ di > PRR(yj) ∗ dj)

=
∫ a

−∞

1
σ
√

2π

(
1
2

+
1√
π

(
z − z3

3
+ ...

))
e−

(yi−µyi
)2

2σ2 dyi

+
∫ ∞

a

1
σ
√

2π

(
1
2

+
1
2
erf

(
g(βj)− µyj√

2σ

))
e−

(yi−µyi
)2

2σ2 dyi

, where z =
yi−µyj

σ
√

2
, and yi, yj are SNR (dB) values

of link li, lj, and di, dj are link lengths of link li, lj,
and g(βj) = a if βj(=

dj

di
) ≥ 1, g(βj) = ∞ if βj < 1

Proof. The probability of choosing li over lj with met-
ric PRR×D,

P (PRR(yi) ∗ di > PRR(yj) ∗ dj)

= P

(
PRR(yi) >

dj

di
PRR(yj)

)

Let’s set dj

di
= βj .

= P (PRR(yi) > βjPRR(yj))

Here we approximate

PRR(yi) > βjPRR(yj) u yi > h(yj)

, where

h(yj) =

{
yj , if yj < a

a, if yj ≥ a

, when a = PRR−1(βj) if βj < 1

Applying the above approximation.

When βj < 1:

P (PRR(yi) > βjPRR(yj))

= P (yi > yj , yj < a) + P (yi ≥ a, yj ≥ a)

= P (yi > yj , yi < a) + P (yi ≥ a)

Because yi, yj are gaussian,

=
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)
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)
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= P (yi > yj , yi < a) + P (yj ≤ a, yi ≥ a)

=
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By combining two cases,
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g(βj) =

{
a, if βj ≥ 1
∞, if βj < 1

Here, erf(z) can be approximated with the taylor
series

erf(z) = 2√
π
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n=0
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+
∫ ∞
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Theorem 2. For a protocol P which uses PRR × d
as the metric for choosing forwarding links, the prob-
ability of choosing link li over all other links, can be
expressed as below:

L(W,P, i)

= P (PRR(yi) ∗ di = Max{PRR(yj) ∗ dj : 1 ≤ j ≤ n})

=
n∑
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link li, lj, i 6= j, a0 = −∞, an+1 = ∞, a1 ≤ a2 ≤
... ≤ an, g(βj) = aj if βj(=

dj

di
) ≥ 1, g(βj) = ∞ if

βj < 1

Proof.
L(W,P, i)

= P (PRR(yi) ∗ di = Max{PRR(yj) ∗ dj : 1 ≤ j ≤ n})
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Next, we propose a procedure for scaling down and
transplanting a network protocol to a different RF
environment. The basic idea is to optimize transmit
power scaling to minimize the distance between the
link usage spectrums of the two networks.

Definition 1. Consider a wireless network W with
inter-node distances {dj}m

j=1 and its scaled version
W̃, with inter-node distances {d̃j = αdj}m

j=1 in RF
environments characterized by log-normal scale model
parameters (n, σ) and (ñ, σ̃) respectively. We define
Transplant Error of a protocol P across the two net-
works as:

XPlantError(W, W̃,P) =
n∑

i=1

∣∣∣L(W,P, i)− L(W̃ ,P, i)
∣∣∣

XPlantError is essentially the l1 distance between
the the link usage spectrums for the two networks
W and W̃ which differ in scale and RF environment.
Theorems 1 and 2 show the relation between the link
usage spectrum and performance metric. If we can
control the XPlantError within a threshold value, we
conjecture that the protocol performance will be sim-
ilar across scale and environment. We assume that
transmit power in the network W̃ is variable through:

P̃t = P̃0 + β (4)

where β is the power attenuation or amplification in
the scaled network. Since the scaled vector in general
reduces the node distances for convenient testing, β
in general is a negative value indicating power atten-
uation. As a result the scaled network realizations
W̃(β) depends on β1. The optimal power attenuation
is then chosen to minimize the XPlantError metric:

βopt = arg min
β

XPlantError(W, W̃(β),P) (5)

As shown in [1] if the two networks are in the same
environment (i.e. η = η̃ and σ = σ̃)) then β can
be chosen such that the link SNR realizations yj and
ỹj are samples from the same multivariate Gaussian
probability distribution. As a corollary, the optimal β
in that case would result in identical link usage spec-
trums. For networks in different RF environments
the distribution of link SNR realizations cannot be

1We could also introduce spatial variations in β across the
nodes to influence the width of the resulting spectrum, for a
better match.

matched for all link lengths simultaneously and al-
ternative techniques as shown above is required to
achieve similar network behavior. In the next sec-
tion, we will validate the proposed measure of similar-
ity through simulation and experimental studies using
linear networks of wireless nodes employing 802.15.4
radios.

3 Simulation and Experimental Stud-
ies of Protocol Transplantation

In this section, we present an analytical and exper-
imental study of transplanting a protocol across dif-
ferent WSN environments. We used Collection Tree
Protocol (CTP) ([8]) in our experiment, which adopts
ETX ([7]) as the routing metric and implemented us-
ing 802.15.4 transceivers embedded in popular sensor
network platforms such as TelosB and MicaZ. The
combination of analytical and experimental results
show the effectiveness of the link usage spectrum in as-
sessing protocol behavior and illustrates the optimiza-
tion power control for transplanting protocols across
scale and environment by minimizing the distance be-
tween link usage spectrums.

3.1 Experimental Setup

We set up a chain topology with total 20 TelosB
([12]) sensor nodes. Each node is separated by 3 ft and
elevated about 4 inches from the ground. TelosB mote
is equipped with CC2420 ([10]) radio and USB serial
for communication. In [10], TelosB mote uses 2.4GHz
frequency and provide 8 different transmission power
levels: 31(0dB), 27(-1dB), 23(-3dB), 19(-5dB), 15 (-
7dB), 11(-10dB), 7(-15dB), 3(-25dB). We also can at-
tach various attenuators according to achive attenua-
tion levels (1dB, 3dB, and etc.). We used a 3dB atten-
uator to construct a reasonable communication envi-
ronment among 20 sensor nodes in a compact indoor
area. With transmission power levels of 11 (-10dB),
which is -13 dB after 3dB attenuation, we expect 3
∼ 4 hops from the source to the destination, because
RF ranging test revealed a maximum communication
range with 3dB attenuator in the level 11 is 8 ∼ 9
hops.

3.2 Physical & Link Layer

CC2420 ([10]) radio is compatible with the 2.4GHz
802.15.4 standard. 802.15.4 standard wireless physi-
cal layer employs block direct-sequence spread spec-
trum code with 2MChip/s chip rate and 250 kbps data
rate to achieve processing and coding gain. The trans-
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mitter modulates the carrier using offset quadrature
phase shift keying (O-QPSK) with half-sine shaping
which is equivalent to minimum shift keying (MSK)
modulation which has the following Bit Error Rate:

BER = Q(
√

2y/PG/CG) =
1
2
erfc(

√
y/PG/CG)

(6)
, where y gives the SNR. The processing gain (PG) for
802.15.4 is given by 10 log(2/0.25)=9 dB. The coding
gain (CG) depends on the increased Hamming dis-
tance between the codes and is a function of the SNR
itself. For low a packet error rate region coding gain
can be approximated as 2 dB [14].

Thus, the Packet Reception Rate equation could be
calculated form

PRR =
(

1− 1
2
erfc(

√
x)

)8∗packet size

We note that the bit-error-rate approximation given
in Equation 6 assumes coherent demodulation us-
ing carrier phase information. Practical transceiver
designs use non-zero IF and noncoherent demodula-
tion. The non-ideal receiver structures can be approx-
imated with SNR reduction or equivalently increase in
the noise floor (P0) causing only a horizontal shift in
the PRR curve.
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Figure 1: CC2420 Radio: SNR (dB) vs. PRR

Figure 1 shows PRR graph according to the above
PRR equation.

To perform analytical study to compare with the ex-
perimental results, we require RF environment and ra-
dio parameters: Path Loss Exponents (PLE) of indoor
and outdoor and standard deviation of RSSI(dB). We
performed RSSI measurements in a corridor in the sec-
ond floor of Dreese Lab Building and on the top of a
parking garage building. For indoor test, we measured

RSSI at 20 different distances (1 ∼ 20 unit (1 unit=
3ft)) within maximum communication range with the
highest transmission power level (0dB). For outdoor
test, 10 measurements were taken from the distance
of 1 ∼ 10 unit distances where 30 ft seems to be the
maximum communication range with the same trans-
mission power, 0 dB. Figure 2, 3 shows the observed
received signal values and the associated log-normal
fit. Table 1 presents the summary. We also used re-
ported radio sensitivity of -94 dBm to adjust for the
noise power P0.
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Figure 2: Indoor RSSI vs. Distance
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Figure 3: Outdoor RSSI vs. Distance

Metrics Indoor Outdoor

Path Loss Exponent 1.7555 2.2776

RSSI Standard Dev. 4.5 dB 4.5 dB

Table 1: Log normal model variables for Indoor and
Outdoor RF environments

3.3 Messaging Layer and Experimental
Results

We test a messaging layer protocol, CTP ([8]). We
first describe briefly how CTP is tested, then we dis-
cuss the experimental results.

3.3.1 Collection Tree Protocol

CTP ([8]) is a tree-based collection protocol. Nodes
generate routes to roots using a routing gradient.
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CTP uses ETX ([7]) as th default routing metric.
ETX implicitly favor long links over short links be-
cause each node selects the path with the minimum
number of expected transmissions. Therefore, we ex-
pect ETX works similarly to other metrics which give
advantages on long links like PRR× d([6]).

Experimental design In the chain of 20 nodes,
the node 0 is set as the sender, and the node at 19
is set as the destination. Every two seconds, the
sender produces and sends a packet. For each case,
we gathers about 1,000 packets are generated by the
source. We logged all the paths that each packet gone
through, and only counts the body parts (i.e. excludes
the head (the first hop) and the tail (the last hop) of
the paths), because usually the head and the tail are
composed of the short links as the remainder of the
body of a path. The metric used for these experi-
ments are as follows: Average (Median) Link Length
and Link Usage Spectrum.
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Figure 4: Link Usage Spectrum (Analytical)
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Figure 5: Link Usage Spectrum (Simulation)
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Figure 6: CTP: Link Usage Spectrum (Experimental)

Experimental results Figure 4 and 5 shows the
analytical and simulated link usage spectrums for in-
door and outdoor environments with β increase in
transmission power for outdoor case. The simulation
and analytical results are nearly identical supporting
the various approximations that were used to achieve
to the analytical expressions for link usage spectrum.
Figure 6 shows the experiment results of the link usage
spectrum. We can see the strong similarities in link
usage spectrum between theoretical and experimen-
tal results. However CTP with ETX routing metric
works more conservatively in choosing the next hop
link partly due to the limited size of the network.

XPlantError β=7 β=10 β=11.5 β=13

Aanlytical 0.9697 0.3386 0.0737 0.282

Simulation 0.937 0.336 0.0658 0.2664

Table 2: Comparison of XPlantError(indoor, outdoor,
m)

The performance metrics, average link length and
end-to-end delay, will be directly affected by the usage
weights. Therefore, if we maintain the usage weights
of links in outdoor most similar to indoor case, then
we will have the similar performance metrics in our-
door case. According to Table 2, β should be around
11 ∼ 12 dB for both experimental and analytical
study.

Link In Out Out Out Out

Length tx:-13dB β:7dB β:10dB β:12dB β:13dB

Average 6.9329 4.1842 5.0584 5.6603 7.7749

Median 7 4 5 5 8

Table 3: Comparisons of Performance Metrics: Link
Length Indoor and Outdoor
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e-to-e In Out Out Out Out

delay tx:-13dB β:7dB β:10dB β:12dB β:13dB

Average 3.712 5.2481 4.4512 3.6489 3.2049

Median 4 5 4 4 3

Table 4: Comparisons of Performance Metrics: End-
to-End Delay (or # of transmissions) between Indoor
and Outdoor

Table 3 and Table 4 show the average and median
values for the performance metrics with each specified
transmission powers. By Table 2, 3, and 4 , we can
conclude that for the best matching performance be-
tween indoor and outdoor, β should be 11∼12 dB, and
the analytical study exactly calculate β to minimize
XPlantError and to achieve the most similar perfor-
mance of CTP across two different environments.

4 Discussion

Variations of XPlantError. A generic (i.e., less proto-
col specific) formulation would simply be to minimize
the PRR difference between the respective links in the
two networks. In this case, XPlantError would be:

m∑

j=1

|PRR(yj)− PRR(ỹj)| (7)

where PRR(yj) is the PRR of link lj in a wireless
network W with m links, while a universally appli-
cable metric, this formulation does not consider the
choice of the links in matching performance.

Alternatively, one could weigh the link usage spec-
trum of expected performance metric at SNR, PRR,
ETX, EDL, PRR×D

∣∣∣∣∣
n∑

i=1

g(yi|li ↑)L(W,P, i)−
n∑

i=1

g(ỹi|li ↑)L(W̃ (β),P, i)

∣∣∣∣∣
(8)

where li ↑ means li is the conditional expectation
given the link li was chosen. This error metric is
bounded above by to distance between the link us-
age spectrums proposed in this paper.

5 Conclusions and Future Work

In this paper, we provided a technique for reproduc-
ing protocol behavior comparable to that of one net-
work in another network. Our technique accommo-
dates network pairs whose signal propagation charac-
teristics and inter-node spacings may be different. It

consists of three parts: First, the link usage spectrum
is calculated analytically (or alternatively by simu-
lation or experiment); our illustration was in terms
of one specific protocol metric for choosing the for-
warding links, but the approach itself is applicable
more generally. Second, the XPlantError is defined
in terms of their respective link usage spectrums to
quantify the behavioral difference of the protocol in
question in the two networks. Third, an optimal map-
ping point and corresponding transmission power ad-
justment is chosen for the target network that min-
imizes the XPlantError. Our analytical and experi-
mental results provide a case study that validate this
techniques ability to achieve predictable performance
while transplanting protocols, which is in our opinion
a basic problem.

In the future, we will study how to redress the lim-
itations of the link usage spectrum discussed in the
previous section, focusing in particular on providing
a continuous version of the concept which allows net-
work nodes to be placed at random points in a ge-
ometric space. We will explore predictable perfor-
mance in transplanting networks, using knobs other
than the transmission power control and taking into
account metrics other than those related to the for-
warding link selection alone. We will also study the
variability of protocol behavior in one network, possi-
bly using a sigma point filtering method, and account
for the preservation of that variability in transplan-
tation, over and above the median/average behavior
that we have focused on in this work.
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