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Abstract
Large scale scientific and commercial applications consume and produce petabytes of data. This

data needs to be safely stored, cataloged and reproduced with high-performance. The current gen-
eration of single headed NAS (Network Attached Storage) based systems such as NFS is not able to
provide an acceptable level of performance to these types of demanding applications. Clustered NAS
have evolved to meet the storage demands of these demanding applications. However, the perfor-
mance of these Clustered NAS solutions is limited by the communication protocol being used, usually
TCP/IP. In this paper, we propose, design and evaluate a clustered NAS; pNFS over RDMA on In-
finiBand. Our results show that for a sequential workload on 8 data servers, the pNFS over RDMA
design can achieve a peak aggregate Read throughput of up to 5,029 MB/s, a maximum improvement
of 188% over the TCP/IP transport and a Write throughput of 1,872 MB/s; a maximum improvement
of 150% over the corresponding TCP/IP transport throughput. Evaluations with other type of work-
loads and traces show an improvement in performance of up to 27%. Finally, our design of pNFS
over RDMA also improves the performance of a scientific application BTIO.

1. Introduction
The explosive growth in multimedia, internet and other content have caused a dramatic increase

in the volume of media that needs to stored, cataloged and accessed efficiently. In addition, high-
performance applications on large supercomputers process and create petabytes of application and
checkpoint data. Modern single-headed nodes with a large number of disks (single headed Network
Attached Storage (NAS)) may not have the adequate capacity to store this data. Also, the single head
or single server may potentially become a bottleneck with accesses from a large number of clients.
Also, a failure of the node or the disk may lead to a loss of data.

To deal with several of these problems, clustered NAS solutions have evolved. Clustered NAS
solutions attempt to store the data across a number of storage servers. This has a number of benefits.

∗This research is supported in part by Department of Energy’s grants #DE-FC02-06ER25749 and #DE-FC02-
06ER25755; National Science Foundation’s grants #CNS-0403342 and #CCF-0702675; grant from Wright Center for
Innovation #WCI04-010-OSU-0; grants from Cisco Systems, Intel, Mellanox, QLogic, Sun Microsystems and Linux Net-
works; and equipment donations from Advanced Clustering, AMD, Appro, Intel, IBM, Mellanox, Microway, Qlogic and
Sun Microsystems.
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First, we are no longer limited to the capacity of a single node. Second, depending on the way data is
stripped across the nodes, with accesses from a large number of clients, the load will be more evenly
distributed across the servers. Third, for large files, this architecture has the advantages of multiple
streams of data from different nodes for better aggregate bandwidth for larger file sizes. Finally,
clustered NAS allows data to be stored redundantly across a number of different nodes [2, 25, 10],
reducing the likelyhood of data loss.

Even though clustered NAS provide several benefits in term of capacity, enhanced load capacity,
better aggregate throughput and better fault-tolerance, they bring with them their own set of unique
problems. First, since the data-servers have now been de-coupled, any given stream of data will re-
quire multiple network, usually TCP/IP, connections from the clients to the data servers and metadata
servers. TCP/IP connections have been shown to have considerable overhead, mainly in terms of
copying costs, fragmentation and reassembly, reliability and congestion control. In addition, with
multiple streams of incoming data from multiple data-servers, TCP/IP connections have been shown
to suffer from the problem of incast [16], which severely reduces the throughput. Second, TCP/IP
with multiple copies and considerable overhead is unable to take advantage of the high-performance
networks like InfiniBand and 10GigE [8, 14]. Third, with a single headed NAS, there is only a single
point of failure, making it easier to protect the data on the NAS. However, with a clustered NAS, we
have multiple data servers, with multiple failure points.

Modern high-performance networks such as InfiniBand provide low-latency and high-bandwidth
communication. For example, the current generation ConnectX NIC from Mellanox has a 4 byte
message latency of around 1µs and a bi-directional bandwidth of up to 4 GB/s for large messages.
Applications can also deploy mechanisms like Remote Direct Memory Access (RDMA) for zero-copy
low-overhead communication. RDMA operations allow two appropriately authorized peers to read
and write data directly from each other’s address space. RDMA requires minimal CPU involvement
on the local end, and no CPU involvement on the remote end. Designing the stack with RDMA may
eliminate the copy overhead inherent in the TCP and UDP stacks and reduce CPU utilization. As
a result, a high-performance RDMA enabled network like InfiniBand might potentially reduce the
overhead of TCP/IP connections in clustered NAS.

In our earlier work, we designed a Network File System (NFS) (which is a single headed NAS)
with RDMA operations in InfiniBand [17, 18] for NFSv3 and NFSv4. In this paper, we propose,
design and evaluate a clustered Network Attached Storage (NAS). This clustered NAS is based on
parallel NFS (pNFS) with RDMA operations in InfiniBand. While other parallel and clustered file
systems exist such as Lustre [25] exist, we choose pNFS since NFS is widely deployed and used. In
this paper, we make the following contributions:

• An in-depth discussion of the tradeoffs in designing a high-performance pNFS with an RPC/RDMA
transport.

• An understanding of the issues with sessions that provides exactly once semantics in the face
of network faults and the trade-offs in designing pNFS with sessions over RDMA.

• A comprehensive performance evaluation with micro-benchmarks and applications of a RDMA
enabled pNFS design.

Our evaluations show that by enabling pNFS with an RDMA transport, we can decrease the la-
tency for small operations by up to 65% in some cases. Also, pNFS enabled with RDMA allows
us to achieve a peak IOzone Write and Read aggregate throughput of 1,872 MB/s and 5,029 MB/s
respectively using a sequential trace with 8 data servers. The RDMA enabled Write and Read aggre-
gate throughput is 150% and 188% better than the corresponding throughput with a TCP/IP transport.
Also, evaluation with a Zipf trace distribution allows us to achieve a maximum improvement of up
to 27% when switching transports from RDMA to TCP/IP. Finally, application evaluation with BTIO
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shows that the RDMA enabled transport with pNFS performs better than with a TCP/IP transport by
upto 7%.

The rest of the paper is presented as follows. Section 2 provides background information on the
InfiniBand Communication model and NFS. Then, Section 3 looks at the parallel NFS and sessions
extensions to NFSv4.1. Following that, Section 4 looks at the design considerations for pNFS over
RDMA. After that, Section 5 evaluates the performance of the design. We present related work in
Section 6. Finally, Section 7 discusses conclusions and future work.

2. Background
In this section, we look at the background information for InfiniBand and NFS.

2.1. InfiniBand

The InfiniBand Architecture (IBA) [11] is an open specification designed for interconnecting com-
pute nodes, I/O nodes and devices in a system area network. In an InfiniBand network, compute
nodes are connected to the fabric by Host Channel Adapters (HCA’s). InfiniBand allows communica-
tion through several combinations of connection-oriented and reliable communication semantics.

Communication operations or Work Queue Requests (WQE) are posted to a work queue. The com-
pletion of these communication operations is signaled by completion events on the completion queue.
The sender may either choose to poll the completion queue for completions, block on the comple-
tion queue, or opt to receive an interrupt when a completion is detected, by registering a completion
handler. Communication in InfiniBand uses the traditional channel semantics (send/receive opera-
tions), as well as memory semantics such as the Remote Direct Memory Access (RDMA) operations.
Communication buffers need to be registered with the InfiniBand HCA. InfiniBand uses the Reliable
Connection (RC) model. In this model, each initiating node needs to be connected to every other node
it wants to communicate with through a peer-to-peer connection called a queue-pair (send and receive
work queues).

InfiniBand supports two-sided communication operations called Channel Semantics, that require
active involvement from both the sender and receiver. One of the peers (receiver), posts a RDMA Re-
ceive (RV), that is matched to the corresponding RDMA Send (RS) from the sending peer. One-sided
communication primitives, called Memory Semantics, do not require involvement by the receiver.
Memory semantic primitives RDMA Write (RW) allow one of the peers to directly write into the
memory of the other peer, while RDMA Read (RR) allows it to directly read remote memory loca-
tions. The InfiniBand communication model is discussed further in [11].

2.2. Network File System (NFS)

Network File System (NFS) [7] has become the defacto NAS. It allows users to share file and I/O
services on a variety of different platforms such as Unix like operating systems and Windows through
SAMBA and CIFS. NFS is based on the single server, multiple client model. The clients communicate
with the server using remote procedure calls (RPC) [7]. RPC is an extension to the local procedure
calling semantics, and allows programs to make calls to remote nodes as if it were a local procedure
call. RPC traditionally uses TCP or UDP as the underlying communication transport. Since the
RPC calls may need to propagate between machines in a heterogeneous environment, the RPC stream
is usually serialized with the eXternal Data Representation (XDR) standard [7] for encoding and
decoding data streams. NFS has gone through several revisions. NFSv4.1 is the latest minor revision
to the NFSv4 standard.
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3. NFSv4.1: Parallel NFS (pNFS) and Sessions
In this section, we discuss pNFS and sessions, which are defined by the NFSv4.1 semantics.
Parallel NFS (pNFS): The NFSv4.1 [19] standard defines two main components; namely parallel

NFS (pNFS) and sessions. The focus of pNFS is to make an NFSv4.1 client a front-end for clustered
NAS or parallel file-system. The pNFS architecture is shown in Figure 1. The NFSv4.1 client can
communicate with any parallel file using the Layout and I/O driver in concert with communications
with the NFSv4.1 server. The NFSv4.1 server has multiple roles. It acts as a metadata server (MDS)
for the parallel/cluster file system. It sends information to the client on how to access the back-end
cluster file system. This information takes the form of GETDEVICEINFO, which returns information
about a specific data-server in the cluster file system, usually an IP address and port number that is
stored by the client layout driver. The NFSv4.1 server is also responsible for communicating with
the data servers for file creation and deletion. The NFSv4.1 server may either directly communicate
with the data servers, or it may communicate with a metadata server, that is responsible for talking to
and controlling the data servers in the parallel file system. The pNFS client uses the file layout and
I/O driver for communicating with the data servers. The layout driver is responsible for translating
READ and WRITE requests from the upper layer into the corresponding protocol that the back-
end parallel/cluster file system uses; namely object, block and file. This is achieved through the
additional NFS procedures GETFILELAYOUT (how the file is distributed across the data servers),
RETURNFILELAYOUT (after a file is closed), LAYOUTCOMMIT (commit changes to file layout at
the metadata server, after writes have been committed to data servers). Examples of pNFS designs for
object based system include the PanFS file system [4]. Examples of file based systems include those
from Sun [3] and Network Appliances [15].

NFSv4.1 and sessions: Sessions are aimed at making the NFSv4 non-idempotent requests

NFSv4.1 Server

Metadata Server 
       (MDS)

NFSv4.1 Client

Layout driver
I/O driver

Management

Legacy

Parallel I/O (NFS Procedures)
Metadata Operations

High

Disk
Speed

High

Disk
Speed

High

Disk
Speed

Fig. 1. pNFS high-level architecture

resilient to network level faults. Tradition-
ally, non-idempotent requests are taken care of
through the Duplicate Request Cache (DRC) at
the server. The DRC has a limited number of
entries, and these entries are shared among all
the clients. So, eventually some entries will be
evicted from the cache. In the face of network-
level partitions, duplicate requests that arrive that
have been evicted from the DRC, will be re-
executed. Sessions solves this problem by requir-
ing each connection be alloted a fixed number of
RPC slots in the DRC. The client is only allowed
to issue requests up to the number of slots in the
connection. Because of this reservation policy,

duplicate requests from the client to the server in the face of network-level partitions will not be
re-executed. We will consider design issues with sessions and RPC/RDMA in the following section.

RPC/RDMA for NFS: The existing RPC/RDMA design for Linux and OpenSolaris is based on the
Read-Write design [17]. It consists of two protocols; namely the inline protocol for small requests
and the bulk data transfer protocol for large operations. The inline protocol on Linux is enabled
through the use of a set of persistent buffers; (32 buffers of 1K each for Send and 32 buffers of 1K
each for receives on Linux). RPC Requests are sent using the persistent inline buffers. RPC replies
are also received using the persistent inline buffers. The responses for some NFS procedures such as
READ and READDIR might be quite large. These responses may be sent to the user via the bulk-
data transfer protocol, which uses RDMA Write to send large responses from the server to the clients
without a copy and RDMA Reads to pull data in from the client for procedures such as Write. The
design trade-offs for RPC/RDMA are discussed further in [17, 18].
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4. Design Considerations for pNFS over RDMA
In this section, we examine the considerations for a high-performance design of pNFS over RDMA.

First, we look at the detailed architecture of pNFS with a file layout driver.

4.1. Design of pNFS using a file layout

As discussed in Section 3, pNFS can potentially use an object, block or file based model. In this
paper, we use the file-based model for designing the pNFS architecture. We now discuss the high-level
design of the pNFS architecture.

pNFS Architecture: The detailed architecture is shown in Figure 2. The NFSv4.1 clients use a file
layout driver which is responsible for communicating with the NFSv4 servers, that act as the data-
servers. At the NFSv4.1 server, the sPNFS daemon runs in user-space.
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Fig. 2. pNFS detailed design

The sPNFS daemon com-
municates with the NFSv4.1
server in the kernel via
the RPC PipeFS. The
RPC PipeFS is essen-
tially a wait queue in the
kernel. The NFSv4.1
server enqueues requests
from the clients via the
control path, and these
requests are then pushed
to the sPNFS daemon via
an upcall. The sPNFS
daemon then processes
each of these requests
and makes a downcall
into the kernel with the
appropriate data/response
for the requests. The
NFSv4.1 requests which
are sent up to the sPNFS
daemon for processing
include the NFSv4.1 pro-
cedures GETFILELAYOUT,
RETURNFILELAYOUT, LAY-
OUTCOMMIT and GETDEVICEINFO. These procedures are discussed in Section 3. In-order to work
on the processing of the requests, the sPNFS daemon mounts an NFSv3 directory from each of the
data-servers. For example, when a file layout is requested (GETFILELAYOUT), the sPNFS daemon
may need to create the file on each of the data servers or open the file through the VFS DataServer
Control Path.

sPNFS file creation: To create a file, the sPNFS daemon will open the file on the mount of each
of the data servers in create mode. It will then do a stat to make sure that the file actually got created
or exists. It will then close the file (the file handle is static). This traffic will propagate via RPC calls
through the MDS-DS control path. Finally, it will return the set of open file descriptor to the NFSv4.1
server as part of the response to the upcall. The NFSv4.1 server will then reply to the NFSv4.1 client
with the file layout. The client will then use the layout received (through the file layout driver) to
communicate with the NFSv4 data servers using the Data Paths.
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sPNFS file deletion: File deletes are initiated by the NFS REMOVE procedure. The REMOVE
procedure is sent up to the sPNFS daemon through RPC PipeFS. The process of deleting a file is
opposite to that of creation. The sPNFS daemon will try to delete each of the file from the mount
points. Once this is achieved, sPNS will send a message to the NFS kernel thread about this.

4.2. RPC Connections from clients to MDS (Control Path)

The RPC connections from the clients to the MDS may be through either RDMA or TCP/IP. A
majority of the communication from the clients to the metadata server is expected to be small opera-
tions or metadata intensive workloads. As a result, these workloads may potentially benefit from the
lower latency of RDMA. However, since NFS and RPC are in the kernel, there is the cost of a con-
text switch from user-space to kernel-space, in addition to the copying costs with the NFS and RPC
stacks. Depending on factors such as the CPU speed and memory bus-bandwidth, these costs might
dominate. Correspondingly, the lower latency of RDMA might not provide much of a benefit in these
cases. Another important factor that needs to be considered is the memory utilization and scalability
of the MDS. The MDS is required to maintain RDMA enabled RPC connections with all the clients.
Each of these connection holds 32 1K send buffers and 32 2K receive buffers. These buffers are not
shared across all the connections. With a very large number of client connections using RPC over
RDMA, the MDS server might run out of buffers that might be appropriately utilized. In these cases,
using RPC over TCP might be more appropriate for the majority of clients, though the high copying
cost associated with TCP/IP connections needs to be considered. If an RDMA enabled RPC transport
can provide adequate benefit for small operations, it might be appropriate to use a few connections
with RDMA for some clients that communicate frequently with the MDS and a TCP enabled RPC
transport for the remaining connections. A final factor that needs to be considered is the disconnect
time for a RDMA enabled RPC transport. RDMA enabled RPC connections are disconnected after
2 minutes idle time. Reestablishing a RDMA enabled RPC connection is a very expensive operation
because of the high-overhead of registering memory and reestablishing the eager protocol [17]. In
comparison, RPC over TCP does not have such high-latencies for reestablishing the connections.

4.3. RPC Connections from MDS to DS (MDS-DS control path)

It might be potentially possible to use RPC over RDMA or RPC over TCP connections between
the MDS and DSes. The MDS-DS control path allows the MDS to control the NFSv4 data-servers.
This control is in the form of file creations and deletions. There are a number of factors that affect
the choice of a RPC enabled with RDMA or TCP connection from the metadata server to the data
servers. As discussed earlier, the sPNFS daemon is multi-threaded. As a result, there are expected to
be a large number of requests in flight, in parallel. So, the lower potential latency of RPC with RDMA
is likely to provide a benefit in completion of these requests. Also, the fixed number of buffers per
connection is expected to provide a better flow-control mechanism for a large number of outstanding
parallel requests. Finally, the number of data servers is relatively small in comparison to the number
of clients. As a result, the MDS-DS control path is not likely to be severely affected by the buffer
scalability issue that may potentially affect the Control Path.

4.4. RPC Connections from clients to data servers (Data paths)

The expected traffic patterns from the client to the data servers is expected to consist of small,
large and medium size traffic. Since 32K is the maximum payload for the cached I/O case, this is
likely to be the most common transfer over the network, depending on the stripe size of the file at the
data servers. We also need to consider the case of buffer scalability. Since data-servers are expected
to have connections from a large number of clients, and since each connection will have persistent
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buffers, this might cause a memory scalability issue. However, clients do not connect to a particular
data server unless the data server is in the list of DSes returned in the file layout. As a result, not all
clients will be connected to all data servers at any given time. Depending on the load on the back-end
file system, using an RPC over RDMA connection from the data-servers to the client might not cause
a large amount of overhead at the data-servers. Also, quiescent clients will be disconnected from the
data-servers, further reducing the overhead. Since an RPC transport enabled with RDMA has been
shown to provide considerable benefits via-viz large transfers, it might be beneficial to use RPC over
RDMA between the clients and data-servers.

4.5. Sessions Design with RDMA

As discussed earlier, sessions provides exactly once semantics for all NFS procedures in the wake
of network-level faults. To do this, sessions provide dedicated slots of buffers to each connection
between the client and the servers. The client may only send requests upto a maximum number of
slots per session. In order to design sessions with a RDMA enabled RPC transport, we associate the
inline buffers in each connection with the minimum number of slots required from the connection. If
the number of slots requested is lower than the number available, and the caller cannot accept a lower
number, the session create request will fail. The disadvantages of the sessions design with RDMA
is that advanced features of the InfiniBand network such as the Shared Receive Queue (SRQ) [20]
cannot be used. SRQ enhances the buffer scalability by having the buffers shared across all the
InfiniBand connections. When the number of buffers falls below a certain watermark, an interrupt
may be generated to post more buffers. Since sessions require that slots be guaranteed per connection,
SRQ cannot be used.

5. Performance Evaluation
In this section, we evaluate the performance of pNFS designed with an RPC over RDMA transport

First, We discuss the experimental setup in Section 5.1. Following that, in Sections 5.2, 5.3 and 5.4,
we look at the relative performance advantages of using an RDMA enabled RPC transport over a
TCP/IP transport in different configurations involving the metadata server (MDS), Data Server (DS)
and Client. Since sessions only requires reservation of RDMA inline buffers, we do not evaluate the
sessions portion of the design.

5.1. Experimental Setup

To evaluate the performance of the RPC over RDMA enabled pNFS design (pNFS/RDMA), we
used a 32-node cluster. Each node in the cluster is equipped with a dual Intel Xeon 3.6 GHz CPU
and 2GB main memory. For InfiniBand communication, each node uses a Mellanox Double Data
Rate (DDR) HCA. The nodes are equipped with SATA drivers, which are used to mount the backend
ext3 filesystem. A memory based filesystem ramfs is also used for some experiments. The pNFS
with sockets uses IP over InfiniBand (IPoIB) and we refer to this transport as pNFS/IPoIB. We use
pNFS/IPoIB and pNFS/TCP interchangeably. All experiments using IPoIB are based on Reliable
Connection mode (IPoIB-RC) and an MTU of 64KB, unless otherwise noted. We explicitly use
pNFS/IPoIB-UD to explicitly mean an unreliable datagram mode of transport. IPoIB-UD uses a 2K
MTU size.

5.2 Impact of RPC/RDMA on Performance from the client to the Metadata Server

The clients communicate with the MDS using either NFSv4 or NFSv4.1 procedures. As Section 3
mentions, the vast majority of NFSv4.1 requests from the clients to the MDS are expected to be pro-
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cedures such as GETDEVICEINFO, GETDEVICELIST, GETFILELAYOUT and RETURNFILELAY-
OUT. These small procedures will potentially carry small and medium size payloads. For example,
GETFILELAYOUT returns a list of file handles, which is only a small amount of payload. A file han-
dle can be encoded with no more than 16 bytes of information (although a native file handle size may
vary depending on platforms). One of the largest deployments of a parallel file system Lustre [25] in
recent times is the TACC [5] cluster with 8,000 nodes containing 64,000 cores, serviced by a bank
of 1,000 data server nodes. With 1,000 data server nodes and the assumption that a file is stripped
across all the data server nodes, the payload from GETFILELAYOUT will only be 16K. Also, some
of these operations such as GETDEVICEINFO are only executed at mount time and are not in the
critical path. On the other hand, operations such as CREATED, GETFILELAYOUT, RETURNFILE-
LAYOUT are executed every time a file is created, opened and closed. With a workload consisting of
a large number of such operations (metadata intensive workloads) RPC/RDMA is likely to provide
some benefit. Also, LAYOUTCOMMIT is executed once a WRITE operation completes and is likely
to be in the critical path for workloads dominated by write operations.

To understand the relative performance of small operations when switching transports from RPC/TCP
to RPC/RDMA, we measured the latency of issuing a GETFILELAYOUT (at the RPC layer) from the
client to the MDS and the time required for it to complete, averaged over 1024 times, while the
payload from the MDS to the client was varied from 1 to 32K bytes. A 32K message can contain
the information for more than 2,000 file handles and might be considered large for contemporary,
high-performance parallel file system deployments.
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The measured latency is shown in Figure 3.
As shown in Figure 3, the latency with a 1
byte payload is 68µs with RPC/RDMA and 71µs
with RPC/TCP. The relatively low improvement
in performance is because the high access la-
tency of the disk which is a dominant portion
of the latency. With larger access, the disk
blocks are prefetched because of sequential ac-
cess and the performance improvement from us-
ing RPC/RDMA is increased by up to 65%. The
performance benefit of the RPC/RDMA connec-
tion from the client to the MDS is taken in the
context of the inline buffers, which need to be
statically allocated per-client at the MDS. With
an increasing number of clients, the RPC/RDMA
connections may consume considerable memory

resources. Since the MDS is likely to be the target of a mainly metadata intensive workload, it be-
comes imperative to maintain a large number of inline buffers in order to guarantee a high throughput
performance.

5.3 RPC/RDMA versus RPC/TCP on metadata server to Data Server

The connection from the MDS to the DSes may also consist of RPC/RDMA. The sPNFS daemon
controls the DSes by mounting the exported directories from the data servers. The sPNFS daemon
creates, open and deletes files in the exported directories. These calls are translated through the VFS
layer to RPC/RDMA calls. Thus the scalability of these calls is directly impacted by the time required
by the RPC operations to complete. To gain insight into the relative scalability of the RPC/RDMA
and RPC/TCP transports, we measured the performance of create portion of the sPNFS daemons
operation. In this multi-process benchmark, each process is synchronized in the start phase by a
barrier. After being released from the barrier, each process performs a stat operation on the target file
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to check its state, then opens this file in creation mode. These two operations are followed by a chmod
to set the mode of this file, and a close operation to close this file. The close operation is a portion of
the process to open a pNFS file, and it is included to avoid running out of open file handles, a limited
operating system resource. Each process performs each of these operations on every one of the DS
mounts. The time required for 1024 of these operations is measured and averaged out. This test is
performed for a RPC/RDMA and RPC/TCP transport from the MDS to the DSes. These numbers are
shown in Figures 4 and 5.
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RDMA)

In Figures 4 and 5, we observe the following trends. RPC/RDMA performs worse than RPC/TCP
(indicated as IPoIB) for 1 process. Note that in this case, we are measuring the time at the VFS level,
whereas in Section 5.2, we are measuring the time at the RPC layer. In the current scenario, the
IPoIB-RC driver uses a ring of 128 receive buffer of size 64K and 64 send buffers. On the other hand,
RPC/RDMA uses 32-buffers of 1K. As a result, with an increasing number of data servers, and 1 pro-
cess, more create and stat operations can be issued in parallel with IPoIB-RC than with RPC/RDMA
(we issue 1,024 create operations and 1,024 stat operations for a total of 2,048 operations). However,
with IPoIB-RC all 128 receive buffers are shared across all the connections using SRQ [20]. With
RPC/RDMA, each connection from an MDS to a DS is allocated a set of 32-buffers. As a result,
when the number of connections increases, RPC/RDMA has a dedicated set of buffers in which to re-
ceive messages, while IPoIB has a fixed number of buffers, and this might result in dropped messages
with IPoIB. Also in RPC/IPoIB, there are up to 5 copies from the application to the IP-level. With
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RPC/RDMA, there are up to 3 copies from the application downto the RPC/RDMA layer. With an
increasing number of processes, the larger number of copies in the case of IPoIB begins to dominate
and IPoIB performs worse than RDMA. The copying cost with IPoIB and 1 client does not totally
consume the CPU and so is not the dominant factor. As a result, with 1 process, RPC/TCP is able to
perform better than RPC/RDMA. At 2 processes per-node, RPC/RDMA and RPC/TCP perform com-
parably with an increasing number of data-servers. At 4 processes/node and above with RPC/RDMA,
the time required to perform the create operations is lower than RPC/TCP. At 16 processes at the
MDS, the improvement with 16 DSes there is a maximum decrease in latency of 15%. The trends we
have observed indicate that RPC/RDMA will perform better than RPC/TCP with a larger volume of
operations. We have conducted a test with 32 client threads with both RPC/RDMA and RPC/TCP.
RPC/RDMA exhibits similar degree of improvement over RPC/TCP.

Also, Figures 6 and 7 show the timing breakdown for open (with create), stat, chmod and close
at one and 16 processes at the MDS with varying number of data servers. In the x-axis, the legend
R-n stands for n data servers using RPC/RDMA, and I-n stands for n data servers using RPC/TCP. As
expected, the time for open (with create) dominates. The time for open is higher with RPC/RDMA
than with RPC/TCP at 1 process. At 16 processes, RPC/TCP overhead becomes dominant and the
time for open (with create) is lower with RPC/RDMA than with RPC/TCP.
5.4. RPC/RDMA versus RPC/TCP from clients to DS

We measure the relative performance impact of changing the transport from RPC/RDMA to RPC/TCP
from the client to the data-servers. To measure the performance impact, we use three different bench-
marks: sequential throughput with IOzone, throughput of a Zipf trace and a parallel application BTIO.

5.4.1 Sequential Throughput
We use IOzone [1] in cluster mode to measure the performance of a sequential workload modeling the
throughput from the client to the DSes. 8 nodes act as data servers, 8 nodes act as clients, and 1 node
is designated ad the metadata server. Each client node hosts one IOzone process. The benchmark is
run on both the IPoIB Reliable Connection mode (IPoIB-RC) and IPoIB Unreliable Datagram mode
(IPoIB-UD) to compare against RPC/RDMA. The IOzone record size is kept at 32KB, the default
cached I/O maximum size and the total file size per client used is 512MB. The Write and Read
throughput while varying the number of data servers and clients (aggregate throughput) is shown in
Figures 8 and 9 respectively.

For Write, RPC/RDMA begins to outperform RPC/TCP as the number of data server is increased
beyond two. At 8 data servers and 8 clients, RPC/RDMA reaches its peak write throughput of 1,872
MB/s, which is 22% higher than IPoIB-RC and 150% higher than IPoIB-UD. For Read, there is an
improvement in performance for all cases. Using RPC/RDMA achieves a peak read throughput of
5,029 MB/s at 8 clients and 8 data servers, which outperforms IPoIB-RC by 89% and IPoIB-UD by
188%.

5.4.2 Throughput with a Zip Trace
Zipf’s law [26], named after the Harvard linguistic professor George Kingsley Zipf (1902-1950), is
the observation that frequency of occurrence of some event (P), as a function of the rank (i) when
the rank is determined by the above frequency of occurrence, is a power-law function Pi ∼ 1/ia with
the exponent α close to unity. Zipf distributions have been shown to occur in a variety of different
environments such as word distributions in documents, web-page access patterns [12] and file and
block distributions in storage sub-systems [6].

We modified IOzone to issue write and read requests, where the size and location of the Read
or Write request follows a Zipf distribution [26] with an α=0.9. We used IOzone to measure the
throughput of the trace on a single node with one thread, issuing requests where the location and
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Fig. 9. IOzone Throughput (Read)

I/O size of the issued request follows a Zipf distribution. We used a 512MB file size on both an
ext3 as well as a ramfs backend file system. We compare pNFS/RDMA with pNFS/IPoIB-RC while
varying the number of data servers. The results for Write are shown in Figure 10, while the results
for Read are shown in Figure 11. We observe that the RPC transport used does not have a large
impact on performance for Writes. Disk Filesystem Write performance is generally sensitive to the
performance of the backend storage subsystem. The large majority of disks exhibit poor random
Write performance [21]. Also, depending on the organization of the in-memory file system, ramfs
based systems have also been shown to exhibit poor performance for random Write operations [22].
Correspondingly, for the Zipf based Write distribution, we see a very poor throughput of around 500
MB/s for both pNFS/RDMA and pNFS/IPoIB-RC. On the other hand, the IOzone Read throughput is
impacted by the underlying RPC transport. With a ramfs based file system, we see an improvement of
22% from pNFS/IPoIB-RC to pNFS/RDMA with 1 data server. The improvement in throughput from
pNFS/IPoIB-RC to pNFS/RDMA increases to 27% at 8 data-servers. We are also able to achieve
a peak throughput of 2073 MB/s with the Zipf trace at 8 data-servers. Since, the Zipf trace has an
element of randomness, a portion of the Read data is cached at the client. As a result we see some
amount of cache effect in addition to network-level transfers, which reduces the potential performance
improvement with pNFS/RDMA. Kanevsky, et.al. [6] observed a similar effect when using a Zipf
trace with NFS/RDMA using a single server. Using the suggested technique of reduced caching at the
client for NFS/RDMA, it may be possible to further enhance the performance of pNFS/RDMA when
a workload has a Zipf distribution.

5.4.3 Performance with a Parallel Scientific Application NAS BTIO
The NAS Parallel Benchmarks (NPB) [23] suite is used to measure the performance of Computa-
tional Fluid Dynamic (CFD) codes on a parallel machine. One of the benchmarks BT measures the
performance of block-triangulation equations in parallel. In addition to the computational phase of
BT, BTIO adds additional code for check-pointing and verifying the data from the computation. The
user may choose from three different modes of performing I/O; namely simple mode, Fortran I/O
mode and Full MPI I/O mode [13]. We use the Full MPI I/O mode in which MPI collective calls are
used to aggregate Read and Write operations. We run BTIO with a class A size (that uses a 64x64x64
array) over pNFS/RDMA and pNFS/IPoIB. The results with an ext3 back-end file system at the data
servers are shown in Figure 12.

In these experiments, we measured the performance
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Fig. 12. Performance of BTIO with ext3

of BTIO [23] (Million Operations/second) while
varying the number of data servers from one to
eight and with one, sixteen and sixty-four pro-
cesses (BTIO requires a square number of pro-
cesses). For the sixteen process case, we use
eight client nodes (2 processes/node). For the 64
process case, we also use eight client nodes (eight
processes per node). We observe the following
trends at eight data servers. First, pNFS/IPoIB-
RC and pNFS/RDMA perform comparably at
one process on one node, irrespective of the num-
ber of data severs. As the number of processes
increases, pNFS/RDMA begins to perform bet-
ter than pNFS/IPoIB-RC. This trend is more eas-
ily seen with eight data servers and we discuss
the trend for eight data servers. At 16 processes

(2 processes/node), BTIO over a pNFS/RDMA transport performs upto 4% better than over a
pNFS/IPoIB-RC transport. At 64 processes (8 processes/node), this increases to approximately 7%.
In full MPI I/O mode, MPI collective calls are used to aggregate smaller reads and writes from differ-
ent processes into fewer write and read operations with larger sizes. As a result, the bandwidth of the
transport impact the performance of BTIO. This becomes apparent at larger number of processes/node
and a greater number of data-servers because the copying cost and contention is the dominant factor
with the TCP/IP transport.

6. Related Work
There are a large number of single headed NAS, clustered NAS storage system and parallel file-

systems. Network File System (NFS) [7] is one of the most popular single headed NAS systems.
RPC over RDMA transport for NFS exists on both OpenSolaris and Linux [17]. In our work, we
design an RPC over RDMA transport for parallel NFS. Lustre [25] is another popular parallel file
system. It also allows access to native InfiniBand through the IB Network Access Layer (NAL). The
native InfiniBand NAL uses RDMA operations. Our work differs from the IB NAL of Lustre in that
we design RPC directly over RDMA, whereas Lustre uses RPC over portals, which in turn calls the
NAL functionality. Other popular clustered NAS include the PanFS file system [10]. PanFS does not
use native InfiniBand RDMA, but instead uses IPoIB-RC. The Isilon OneFS [2] is another popular
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clustered NAS. It uses the Socket Direct Protocol (SDP) at the back-end, but does not use InfiniBand
RDMA. PVFS2 [24] is designed as a purely user-space parallel file system. It allows the user access
to native InfiniBand RDMA operations through the Buffered Message Interface (BMI). It does not use
RPC as the underlying communication protocol. Other examples of clustered NAS include Netapp
ONTAP GX [15]. BlueArc, Exanet, ONStor, Pillar Data, IBM AFS and DFS exist [9]. None of these
use native InfiniBand as the underlying transport.

7 Conclusions and Future Work
In this paper, we propose, design and evaluate a high-performance clustered NAS. The clustered

NAS uses parallel NFS (pNFS) with an RDMA enabled transport. We consider a number of design
considerations and trade-offs, in particular, buffer management at the client, DS and MDS, scalability
of the connections with increasing number of clients and data servers. We also look at how an RDMA
transport may be designed with sessions which gives us exactly once semantics. Our evaluations
show that enabling pNFS with a RDMA transport, we can decrease the latency for small operations
by upto 65% in some cases. Also, pNFS enabled with RDMA allows us to achieve a peak IOzone
Write and Read aggregate throughput of 1,800+ MB/s (150% better than TCP/IP) and 5,000+ MB/s
(188% improvement over TCP/IP) respectively, using a sequential trace and 8 data servers. Also,
evaluation with a Zipf trace distribution allows us to achieve a maximum improvement of upto 27%
when switching transports from RDMA to TCP/IP. Finally, application evaluation with BTIO shows
that the RDMA enabled transport with pNFS performs better than a transport with TCP/IP by upto
7%.

As part of future work, we would like to explore how to design a fault tolerant pNFS enabled
with RDMA. pNFS allows us to use multi-pathing to enable redundant data-servers. Alternatively,
an RDMA enable pNFS design may take advantages of network-level features like Automatic Path
Migration (APM) in InfiniBand. APM allows alternate paths in the network to be utilized when faults
in the network cause the connection to break. We would also like to explore how the shared receive
queue (SRQ) optimization may be used with an RDMA enabled RPC transport that uses sessions.
Sessions require the reservation of slots or RDMA eager buffers per RPC connection. Dedicating
a fixed number of buffers might have an impact on the scalability of larger systems deployed with
pNFS. Finally, we would like to evaluate the scalability of our RDMA enabled pNFS design.
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