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1. Introduction

Commodity clusters are a popular cost effective platform
for both High Performance Computing (HPC) and data-
centers. Large scale clusters running long running scientific
applications use and generate terabytes and in some cases
petabytes of data. Satellite imagery, oceanography and a
variety of other fields generate petabytes of data, which is
must be stored and accessed in a efficient manner.

Network File System (NFS) is currently being used as
a ubiquitous standard in most clusters. It has several ad-
vantages and one of the most important is that it is an open
standard and any vendors can pick up and have their own
implementations that are interoperable with others. While
served sufficiently well in the past, NFS has revealed per-
formance problem as the size of clusters scales. The main
reason is that NFS is a single server model which becomes
a bottleneck in a large scale cluster. In this situation, re-
searchers have proposed parallel file systems that decouple
the data and metadata paths and distribute data to multiple
storage servers and allows clients to access storage servers
in parallel, such as PVFS2 [4], Lustre [3], etc. These paral-
lel file systems have shown very good performance. How-
ever, the lack of a standard protocol makes interoperability
an issue. And the clients often need to be reinstalled when
deploying a new type of back-end file system on the server.

pNFS has been proposed to bridge these gaps. It is an
extension to NFSv4 that allows clients to access multiple
storage servers directly and in a parallel manner thus elim-
inating the single server bottleneck. Since it is still NFS,
it facilitates interoperability. pNFS currently supports three
types of data layouts - blocks, files, and objects. The pNFS
clients can essentially access different types of back-end file
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systems in a transparent manner. And when a new type
of file system emerges, the clients will just need to install
the layout driver for the new file system. Previous work
has focused on pNFS performance using a PVFS2 layout
driver [6, 8, 7]. where PVFS2 used TCP over Gigabit Eth-
ernet as the underlying transport. The limited bandwidth of
Gigabit Ethernet in concert with the state and copying over-
head of multiple TCP connections imposed natural bounds
on the stripping width and scalability of large horizontally
scaled parallel file systems. With InfiniBand being one of
the most popular high performance networks for clusters
and pNFS proposed as the next generation parallel file sys-
tem solution for HPC, it is important to have a comprehen-
sive study on pNFS performance over InfiniBand. In this
paper we evaluate pNFS with a PVFS2 layout driver; where
PVFS2 uses InfiniBand as the underlying transport fabric.
To the best of our knowledge this is the first such study in
the literature. Specifically, we want to answer these ques-
tions:

e Can the performance of contemporary single server
NFSv4 deployments be improved by using a parallel
file system like PVFS2 as the underlying file system
and what are the limits to this approach?

e What are the advantages of InfiniBand over Gigabit
ethernet in a parallel file system environment?

e Is there overhead introduced by the pNFS PVFS2 lay-
out driver compared to a native PVFS2 installation and
what are the relative merits of one approach over the
other?

e Is there a fundamental limit exist in the PVFS2 lay-
out driver approach which can be exposed by existing
workloads?

Our experiments show that when pNFS is used through
PVFS2 over InfiniBand Read throughput increased by up
to 170% compared with a similar setup of pNFS that used
Gigabit Ethernet. It adds very little overhead and achieves



almost the same throughput as native PVFS2. Compared
with the traditional NFS, pNFS through PVFS2 provides
significantly higher throughput and shows better scalability.
From our experience, we believe that pNFS on InfiniBand
clusters is promising.

The rest of the paper is organized as the following: Sec-
tion 2 discusses the background of pNFS, PVFS2, and In-
finiBand. The experiment architecture is illustrated in Sec-
tion 3. Section 4 presents our preliminary experimental re-
sults and the design of the additional experiments that we
will do for the final version of this paper. We conclude and
and point our future directions in Section 5.

2. Background

In this section we discuss the background of pNFS,
PVES2, and InfiniBand.

Parallel NFS (pNFS) is an extension to NFSv4 that sep-
arates metadata and data paths, and allows clients to access
storage devices directly and in parallel. pNFS has been pro-
posed to eliminate the single server bottleneck associated
with the current NFS servers and is being standardized by
IETF [9]. pNFS data operation protocol supports three stor-
age layouts - blocks, files, and objects. There are pNFS
projects being developed on both Linux and Solaris [10] op-
erating systems. In this paper we focus on the Linux imple-
mentation by the CITI group at University of Michigan [5].

Parallel Virtual File System version 2 (PVFS2) [4] is
a high performance parallel file system designed for clus-
ters. PVFES2 provides multiple interfaces, including PVFS2
specialized interface, VFS interface through a Linux kernel
module, and MPI-IO via ROMIO. PVES2 supports multi-
ple networks as the transport, such as Ethernet, Myrinet,
and InfiniBand.

InfiniBand [1] is a high performance and RDMA-
capable network for interconnecting both processing nodes
and I/O nodes. It is widely deployed in clusters to achieve
low latency and high throughput for communication among
nodes. The InfiniBand standard supports single data rate
(SDR), double data rate (DDR), and quad data rate (QDR),
which provides bandwidth equal to 10Gbps, 20Gbps, and
40Gbps, respectively.

3. Experimental Setup

Figure 1 shows the three configurations used - pNFS
with a PVFS2 layout driver (pNFS/PVFS2), PVFS2 with
a VFS mount (PVFS2) and finally; an NFSv4 server us-
ing a PVFS2 file system as the backend (NFSv4/PVES2).
In these configurations, InfiniBand (IB) or Gigabit Ether-
net (GigE) is used as the network transport for PVFS2. For
simplicity we only show one client in Figure 1.

4. Experimental Setup

Each node has dual 2.66GHz Intel Xeon processor and
2GB main memory, and is equipped with a Mellanox
MT23108 InfiniBand HCA (SDR) on a 133 MHz PCI-X
bus. The nodes run Linux kernel 2.6.17 with pNFS support.
All nodes use OpenFabrics stack OFED 1.2.

The PVFS2 setup consists of 1 node as the metadata
server and 4 nodes as IO servers. The metadata server ex-
ports this PVFS?2 file system through pNFS and NFSv4 re-
spectively. 4 nodes are used as clients.

We run [Ozone [2] with clustering mode in this cluster to
measure the aggregated write/read throughput. All IOzone
test threads are evenly distributed across the client nodes.
We let PVFS2 stripe size be 2MB, 10zone record size be
512KB, and 10zone file size be 64MB.

4.1 Impact of InfiniBand on pNFS/PVFS2 perfor-
mance

In the first experiment, we compare the performance of
pNFS/PVES2 on InfiniBand with TCP/IP. Figure 2(a) and
figure 2(b) shows that pNFS achieves a better throughput In-
finiBand compared with that on TCP/IP. InfiniBand is about
10% better than TCP/IP in terms of write in this experimen-
tal configuration. In terms of read performance, InfiniBand
outperforms TCP/IP by about 1.7 times at 16 client threads.

4.2 Comparison of pNFS, PVFS2 and NFSv4

In this test we measured performance of PVFS2,
pNES/PVES2 and NFSv4/PVFS2 running on InfiniBand
transport. We used a disk based and memory based back-
end file systems at the storage nodes. Figure 3(a) shows the
write performance results, and figure 3(b) gives read per-
formance results. These results show that pNFS closely
matches the performance of PVFS2, and scales up with
the back-end PVFS2. We also see that pNFS achieves
much better performance than NFSv4. In NFSv4, all data
I/0O has to concentrate at the single metadata server before
data are sent to client threads, which makes the metadata
server a bottleneck in the system. On the contrary, pNFS
enables a client to directly fetch data from data servers,
thus effectively eliminating the single server bottleneck in
NFSv4. pNFS may potentially scale up well with the back-
end PVFS2 file system.

This test also shows that ramfs-based storage largely out-
performs disk-based storage in write performance test. In
disk-based storage the back-end PVFS2 writes data directly
to disk, so disk speed becomes the highest constraint in
write throughput. On the other hand, ramfs-based storage
stores data in memory instead of writing them to disk. Its
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Figure 1. The three configurations used in the experiments
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Figure 2. Comparative performance of pnfs/PVFS2 on InfiniBand and TCP/IP

performance is only subject to network performance, net-
work protocol stack overhead etc. instead of disk speed.
When it comes to read, disk-based storage achieves a sim-
ilar performance to ramfs-based storage. After write test,
data is temporarily buffered in memory in disk-based stor-
age, and immediate following read test will get data directly
from memory of the storage nodes. So the situation is ba-
sically the same in disk-based storage as in ramfs-based
storage in this test scenario. Again we notice that pNFS
achieves a scalable performance that is very close to the
backend PVFS2.

4.3 Additional Results for the camera ready

For the camera ready version, we hope to include exper-
iments with a larger number of nodes. We also plan to look
at the impact of RAID based disk on performance.

We will also evaluate different workloads for these con-
figurations. The purpose is to see the performance and scal-
ability of pNFS for real workloads.

5. Conclusions and Future Work

In this paper we did an extensive performance evalua-
tion of pNFS/PVFS2 on an InfiniBand cluster. From our
experimental results, we see that pNFS/PVFS2 can take ad-
vantage of InfiniBand well. pNFS/PVFS2 over InfiniBand
can achieve a peak Write throughput of 500 MB/s and a
peak Read throughput of 445 MB/s. We also see that with
InfiniBand. It adds very little overhead and achieves al-
most the same throughput as native PVFS2. Compared
with the traditional NFS, pNFS/PVFES2 provides signifi-
cantly higher throughput and shows better scalability. From
our experience, we believe that pNFS on InfiniBand clusters
is promising.

As part of future work, we would like to explore the im-
pact on performance and scalability of pNFS with a file lay-
out driver, using NFS/RDMA.
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Figure 3. pNFS PVFS2 and NFSv4 Comparison
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