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Abstract—Low duty cycle operation is critical to con- reduce latency and improve throughput while supporting
serve energy in wireless sensor networks. Traditional wake very low duty cycles.
up scheduling approaches either require periodic synchro-  Cyrrent duty cycling MAC layer protocols for wireless
nization messages or incur high packet delivery latency gangor networks are either synchronized using explicit
due to the lack of any synchronization. In this paper, We - qop oy e exchanges or totally unsynchronized. However,

present the design of a new low duty-cycle MAC layer . . .
protocol called Convergent MAC (CMAC). CMAC avoids both have their weaknesses and deficiencies. SMAC [2],

synchronization overhead while supporting low latency. By | MAC [3] and DMAC [4] use periodic synchronization
using zero communication when there is no traffic, CMAC Messages to schedule duty cycling and packet trans-
allows operation at very low duty cycles. When carrying Mmissions. Such message exchanges consume significant
traffic, CMAC first uses anycast to wake up forwarding energy even when no traffic is present. BMAC [1] uses
nodes, and then converges from route-suboptimal anycast unsynchronized duty cycling and uses long preambles to
with unsynchronized duty cycling to route-optimal unicast \ygke up receivers. However, the long preamble mech-
with synchronized scheduling. To validate our design and ,nism has following problems. First, the latency accu-

provide a usable module for the community, we implement . .
CMAC in TinyOS and evaluate it on the Kansei testbed mulated along multihop routes could be overwhelming

consisting of105 XSM nodes. The results show that CMAC due to the use of long preambles on each ho_p. Second,
at 1% duty cycle significantly outperforms BMAC at 1%in  the energy consumed on preamble transmission and
terms of latency, throughput and energy efficiency. We also reception after the receiver has woken up is wasted. This
compare CMAC with other protocols using simulations. is due to lack of information at the sender side about the
The results show for 1% duty cycle, CMAC exhibits similar wake-up schedule of the receiver, and thus the preamble
throughput and latency as CSMA/CA using much less |ength is chosen conservatively. Third, neighbor nodes
energy, and outperforms SMAC and GeRaF in all aspects. gther than the intended receiver will also be kept awake
by the long preamble until the data packet transmission
finishes, which is also wasteful since they are doing
unneeded preamble overhearing. Polastre et. al. propose
Extending the lifetime of battery powered wirelesa link abstraction called Sensornet Protocol (SP) [5]
sensor networks is critical because touching the sensworadjust the preamble length by observing recent and
nodes for replacement might be expensive or even imearby traffic. However, SP still relies on long preambles
possible. Since idle listening consumes almost the satpeinitiate data flows, and it cannot dynamically select
energy as receiving or transmitting, duty cycling ththe next hop if the intended next hop is currently not
radio is important to achieve long lifetime. However, available because of sleeping or interference.
low duty cycle usually causes performance degradationThe above problems motivate our design of an energy
in throughput and latency which are critical metrics foefficient MAC layer protocol called Convergent MAC
various applications such as event tracking and survgilGMAC). CMAC uses unsynchronized sleep schedul-
lance. These conflicting objectives motivate the desigmg like BMAC when there is no packet to transmit.
of a new MAC layer protocol calle€onvergent MAC While transmitting packets, CMAC first useggressive
(CMAC). Compared to other MAC layer protocols likeRTS (Section 1I-A) to anycast (Section [I-B) packets
BMAC [1] and SMAC [2], CMAC can significantly to potential forwarders which wake up first and detect

I. INTRODUCTION
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the traffic usingdouble channel check (Section 1I-A). mﬂ ?W [ers ‘T | e | [hs ‘I‘ ATS ‘?
Once the sender is able to transmit packets to a node "™ e Channel check Channel check
with acceptable routing metric, CMAGonverges from (a) Case 1 (b) Case 2 (c) Case 3
anycast forwarding to unicast (Section 1I-C) to avoid Fig. 1. Double Channel Check used by CMAC. (a) The first check
the overhead of anycast. To validate the practicabilitietects the RTS burst. (b) The second check detects the RES bu
of CMAC, we implement CMAC in TinyOS [6] and (c) impossible if RTS length is chosen carefully.

comp;elre it ‘lNith BMAC on the Kans_ei testbed mpropose to usaeggressive RTSto replace the long pream-
We also evaluate CMAC ims2 [8] against SMAC, a ble, which breaks up the long preamble into multiple

_I(?ﬁ RaF V?rianr':, ang'\i(ié.ll basc;:d CSMA/hCA dprotoc%s packets (also called &TSburst). The RTS packets
€ resu ts_s ow 'outper ormns ot'er UtY Yo not use long preambles, and are separated by fixed
cle scheduling protocols in all aspects while prowdlni

hort gaps each of which allows receivers to send back
comparable throughput and latency performance as fu s packets. Once the transmitter receives a CTS, it

awake CS_MA pro'tocgl. _ ) sends the data packet immediately. Each gap need not
The main contributions of this paper are listed below. .o nmodate an entire CTS transmission as long as
« We propose CMAC, a novel MAC layer protocolthe RTS sender can detect the preamble and cancel the
which improves the latency and energy efficiencyext RTS transmission accordingly. The number of RTS
by utilizing proposed aggressive RTS, anycast afpckets to be sent in one RTS burst depends on the
convergent packet forwarding mechanisms. duty cycle length. For the same duty cycle length, the
« We analytically model the performance comparisoluration of one RTS burst is roughly the same as the long
of anycast and unicast, and the performance gfeamble used by BMAC. If nodes uniformly randomly
convergent packet forwarding; wake up during each duty cycle, the expected latency at
« We present details of the implementation and reahch hop could be reduced by half.
field evaluation of CMAC to validate our design To allow nodes to work at a very low duty cycle,

goals. nodes must assess the channel very quickly each time
The rest of the paper is organized as follows. SectigRey wake up. However, if the receiver wakes up during
Il presents the design of CMAC. Section Il presenige gap between two RTS transmissions, it may miss this
our implementation and real field experimental results @rs purst. So we propose to udeuble channel check
Kansei testbed comparing CMAC with BMAC. SectioRyhich works by assessing the channel twice with a fix
IV presents simulation results comparing CMAC Witlinort separation between them each time a node wakes
SMAC, CSMA/CA and a GeRaF variant. Section \{j5. For each channel check, nodes sample the channel
summarizes the literature and compares CMAC Wifar yp to 5 times. Between these two channel checks, the
them. Finally, Section VI concludes the paper. radio could be put to sleep mode to save energy. If the
first check detects a busy channel, the second check will
Il. CONVERGENTMAC (CMAC) be canceled (Fig. 1(a)). Otherwise, the second check is
Motivated by the limitations of current approaches, weerformed (Fig. 1(b)). The positive conclusion on busy
propose a new MAC layer protocol call&@bnvergent channel from either check will keep the node awake
MAC (CMAC) that supports low latency and highanticipating an RTS. To prevent the scenario in Fig. 1(c),
throughput as well as low duty cycle operation. CMAGhe interval must be shorter than the RTS transmission
has three main componentdggressive RTS equipped time. This can be satisfied by padding RTS packets with
with double channel check for channel assessmeany- extra bytes if needed. (We discuss the choice of these
cast to quickly discover forwarder, anmbnvergent packet parameters In our implementation in Section Ill.) Such
forwarding to reduce the anycast overhead. a “double-check” mechanism ensures that nodes will not

miss any nearby RTS burst.

A. Aggressive RTS The cooperation of aggressive RTS and double chan-

The long preamble mechanism of BMAC incurs highel check require both the gap between two RTS and
latency in order to ensure that the receiver is awakiee interval between two channel checks to be fixed.
before sending the data. However, the receiver may waBBAC achieves this by sending all RTS packets without
up much earlier than the end of the preamble, whiassessing the channel except the first one. This may
makes part of the preamble transmission wasteful. Wause two RTS bursts from more than one transmitter to
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mini-slot ~ CTS slot R, R, R,

N
Sender RTS \HH‘HH\‘HH\ Canceled RTS

Node in R, \ CTS ‘ Sink
Node in R, Canceled CTS | Source
0
Node in R, [ Canceled CTS
Node in Ry Canceled CTS

Fig. 2. CTS contention resolution. The first CTS cancelsrsthe Fig. 3. Example of cost region generation in CMAC using geo-
graphical distance as routing metric.

collide, in which case nodes need to retransmit the RTS hieved h ¢ high head and |

burst from the beginning after current collisions havté1IS IS achieve at the CO_St of higher overnead and 1ess

been resolved routing progress for each individual transmission. In this
' subsection, we analytically model the performance of

B. Anycast Based Forwarding anycast. The metric used in this analysis is the latency of

Aggressive RTS can reduce per-hop latency by h&fch transmission nor_malized by its geographical routing
on average for unicast. However, if nodes other thahodress calledormalized latency. For the rest of the
the unicast target can also reply to the transmitter, p&d2lysis, the length of a duty cycle is normalized to 1,
hop latency could be further reduced since some routid the notations used are summarized as follows.
progress could be made while the target nexthop is stille L: normalized latency.
asleep. We define the neighbor nodes of the transmittes p: node density.
that are closer to the destination afaawarding set. « S: area of the forwarding region.

Simple calculation shows for duty cycle length 1 and « X: geographical progress made by anycast.
forwarding set sizen, it takes on averagg% to get in « Y: the latency of finding the first awake node in the
contact with at least one of them. forwarding set. Then its CDF iB(y) = 1—(1—x)",

However, more than one node in the forwarding set and it is independent ok.
may try to reply to the same RTS, and the one closests r: transmission range.
to the destination should be elected to receive the data 7: the minimum progress required for a neighbor
packet. In CMAC, the CTS transmissions are prioritized node to be present in the forwarding set.
according to the routing metrics of contending nodes.« d: distance from the transmitter to the destination.

Nodes with better routing metrics can send CTS packeigte that lower duty cycle leads to longer duty cycle
earlier, while other overhearing nodes cancel their Clighgth since the time to check the channel is fixed.
transmissions accordingly, and nodes that can make litifgen for very low duty cycles, the RTS and data packet
progress could be excluded. The routing metric usg@nsmission times could be ignored. Hendgy] ~

could be very general, such as geographical distanggz,ydp(y) pSl—l—l' Then the expected normalized
hOp Count, ETX [9], ETT [10] and PRRDist [11] In |atency Could be expressed as

this paper, we only investigate the use of geographical

i i Y 1 1 1
distance to re_s_olve CTS conter_mons. o E[L] = E[~] = E[Y|E[~] = El~],
CMAC patrtitions the forwarding region into 3 subre- X pS+1

gions, 1,1, and R, such that nodes ii; are closerto po e the second equality is due to the independence.

the destination than nodes Ry for i < j (Fig. 3). Each 1 , ,
gap between two consecutive RTS packets is divided ir};[oTo computel|], we can simply consider the upper

3 sub-intervals calle€TS slots. Nodes in region closer alf of the forwarding region as regioa@ A% in Fig. 4.

to the destination can send CTS packets in earlier C gr any points betweenO and it with x coordinate no

. - ) -~ leSs thanrg, on segmen®R, its weight is+ times the
slots. Each CTS slot is further divided into sevearihi- 0 5 g- OR ) 9 z B0 |
dlots to resolve the contention within each region, an§ngth of arcBC" (Fig. 4), while the length o3 is
each receiver will randomly choose one mini-slot to start é@\

its CTS transmission (Fig. 2). On detecting busy channel,

= |CD| x LCDO @)
|CD|? +|0D|? — |OC|?

pending CTS transmissions will be canceled assuming — |CD|arccos 3

the existence of another CTS. oD| 2|CDI||OD] ©)
i : d—x)2+d? — 2

1) Performance Analysis of Anycast : Anycast can _ (d— x)arccos (d—2x)*+ r @)

lock a forwarding candidate node faster than unicast, but 2d(d — z)
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nodes in its forwarding set with each node making

progress 1 < i < n), it can decide if anycast is better if
1 L 1
/ D (10)
B A(0) D@.0) P n(n+1) = 2max;<i<n{r}

C. Converging from Anycast to Unicast

N
Although anycast obviates the need for synchroniza-
tion messages and has better chance to make progress
Fig. 4. Calculation ofE[+]. O is the sender, D is the destination " paCket. forwar_dlngs than unicast, it has two m.am
shortcomings. First, anycast may choose suboptimal

Hence, routes because the best next hop is sleeping or due to
r interference. Second, the overhead of anycast RTS/CTS
S = / |BC|dx (5) exchange is usually higher than its unicast counterpart.

., d 22,2 Hence, a mechanism is needed to reduce the overhead
= / (d — ) arccos (d—a) +d" —r dz,(6) incurred by anycast, and we propos@wvergent packet
To 2d(d — z) forwarding to resolve these problems as follows.

and In CMAC, the node will remain awake for a short
" B0 duration al_‘ter receiving a_data pa(_:ket. During this period,
E[i] _ Jry 3|1BCdz 7 2 node with better routing metric could wake up and
X S become the receiver of the next anycast. If the latest
I %(d — ) arccos %dw anycast receiver has a routing metric close to the best,
= 7 (d — 2) arceos U2 EE—TE 1 -(8) cmAc Wlll_use unicast |'nstead to avoid the overhead
To 2d(d~z) of anycasting. Taking Fig. 3 as an example, node C

There are three parameters affectifil]: ro, S andp. Might be the first one to wake up and participate in the
S depends om, andd. Fig. 5(a) plotsE[L] versusr for anycast, and then node B followed by node A. After
differentd andp values. It can be seen that for a certaift 'éCeives the anycast, the transmitter starts to unicast
node densityd affectsE[L] only a little, but higher node t© A, finishing the convergence. However, it is possible
density clearly leads to smalléf[Z]. In addition, for thatnodes with acceptable routing metrics may not exist.

certaind and node density, there is an optimal value dfor €xample, this will happen if there is no node in
ro to optimize E[L]. region R; in Fig. 3. Hence if the transmitter cannot

After finding the optimalo, nodes still need to decidefind a better next hop than the current one after a duty
to use anycast or unicast. For unicast, the normaliz€¢cle length, it switches to unicasting. In this way, the
latency is bounded byl.. Hence for anycast to bepacke.t forwarding converges from anycast to unicast for
superior than unicast on average, it should have lowich link. After some time without successful data packet
expected normalized latency. Using Equation (1), thigception, CMAC will imeout and nodes will again start
criterion leads to the following critical node densityollowing unsynchronized idle duty cycles.

above which anycast is better To reduce the packet delivery latency, a long awake
duration after receiving each packet is preferred. But

p> 27"E[%] - 1' ) longer awake period also leads to more energy consump-

S tion. Hence, nodes need to optimize the length of this

According to the above expression’ the minimum no(ﬂ@riOd based on the observed traffic information such

density depends on th;é ratio andr,. For r, between as average packet arrival rate to accommodate latency

1% and 50%, we plot the critical node densities versu§f energy consumption requirements. In what follows,

different ¢ ratios in Fig. 5(b). Hence if the minimumwe use a simple model to analyze the latency and

density is lower than the actual density, anycast sholl@wer consumption under different awake durations. The

be used, and unicast should be used otherwise. duty cycle length is again normalized to 1, and other
The above formulation also leads to a localized tecHenotations are listed below.

nique to determine if anycast will lead to better normal- « A: active duration after receiving a packet.

ized latency. Specifically, for a node with neighbor « Z: packet arrival interval (a random variable).
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Fig. 5. Numerical results for anycast performance analysis
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Fig. 6. Numerical results for convergence performanceyaisl
« GG: the CDF ofZ. are
o A: average packet arrival rate. I 1 (A
« p,. power for idle listening and receiving. @ T 4t 1(1 - G(4)),
« p;: power for transmitting. E, = G(A)pElz|z < A
| | (1= GA)(prA+pi—).
If the next packet arrives at the sender before the active n+

duration A timeouts, which happens with probabilitylf the packet arrival process is Poisson with parameter
P{Z < A} = G(A), unicast will be used. Hence the)\, thenG(A) = 1 — e~*4, and

latency is 0 (before transmitting the data packet), and the fA e Nds Lo (A4 L)e

idle listening of length”Z contributes to the entire energy  E[z|z < A] = OA =2 _AAA )
consumption. Otherwise, if the next packet arrives at Jo Aemr2dz 1—e

the sender before the active duration tlmeouts Whlﬂ’] (11)
happens with probabilityP{Z > A} = 1 — ence,
anycast will be used. Hence the average Iatency |s the e M

: . L, = ——, (12)
average time needed to contact at least one receiver n+1

. . 1 .

which is —, and thg average energy co_nsumptlon E, = br ( Dt _&)e—)\A‘ (13)
has two components, idle listening for duratignand Aon+1 A

transmitting aggressive RTS forrl}r—l. Therefore, the We plot in Fig. 6(a) and Fig. 6(b),, and E, versusA
average latency,, and average energy consumptibp for different A andn (p, = 1 andp; = 1.5). It can be
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TABLE |

seen thatl, decreases with the increase Afgiven a
IMPLEMENTATION PARAMETERS

certainn, but F, has more complex variation patterns.

Using Equation (13) we can see that there are three cases CTS-slot length 7.488ms
as follows. Number of CTS-slots 3
1) If A < 20 B increases withd up to & Mini-slot length A16ps
pr @ AT Number of mini-slots 6

2) If A= %, E, =t RTS packet size 44 bytes
‘ . Double channel check interval 10
3) If A> %, E, decreases with! down to . ms

Hence, for high packet arrival rate with certain node

densities, nodes can increase the awake period Withgﬁfommodate the propagation delay and busy channel

worrying about the latency and energy performanc]g'?j[eﬁtion ﬁOne channel sampling take§ a(k;iﬁﬂ' # tct))l
But for low traffic scenarios, the determination dfis ";]'S ). Ot er pgr%meter_s are summarlzde :(n T"_’l el
application dependent. The Kansei testbed consists 1if5 XSM nodes forming

The unicast after such convergence may or may otld X 7 tc_)pqlogy With_ hode separation IOf 3 f_eet.h
use normal RTS/CTS. In our experiments, CMAC doeTshe transmission range Is _set to 4 rows/co umns in the
tbed. Each XSM node is attached to a Linux-based

not use RTS/CTS after convergence for fair comparis Y )
with BMAC. In our simulations, CMAC uses normalStaroate [16] through which command messages are sent

RTS/CTS that is similar as 802.11 after convergence %} trigger the generation of packets.

comparison with 802.11, SMAC and GeRaF. ~We evaluate the thr_oughput, latency and energy ef-
If the event moves fast, the source nodes may contif[ffency of CMAC against BMAC for two basic event

ously change with each of them generating only a smaf€naros, static event and moving event. Throughput

number of packets. In this case, the convergence n{gg‘,ers to the total number of packets received at the sink

still happen at places closer to the destination where #7800 seconds, latency is the average delay experienced

routes may be more stable. For some other cases sB¥t Packet, and energy efficiency refers to the energy
sumption of the entire network for delivering one 36-

as low data rates, the convergence may not happen, $ft : :
CMAC can still use aggressive RTS and anycast to maR¥te Packet to the sink (called normalized energy).

quick progress towards the sink. ' Note that the double ghannel check almost doubles the
' times of channel sampling in BMAC. Thus CMAC con-
D. Synchronized Wake-up Schedule sumes more energy on channel assessment than BMAC if

In order to save more energy after convergence, nodgg duty cycle length is the same. To be fair, we evaluate
can synchronize with their neighbor nodes to use sofeAC with duty cycle length double that of BMAC in
kind of wake-up schedule instead of keeping fully awak#is section. For example, if BMAC use¥)(0ms duty
In our simulations, we evaluate a CMAC variant uscycle length, CMAC will us&00ms. Since usingg00ms
ing a staggered scheduling similar to DMAC [4] aftegluty cycle length in BMAC is roughly 1% duty cycle, we
convergence. When the transmitter intends to converg@note it by BMAC 1%, and denote CMAC usifig0ms
from anycast to unicast, it synchronizes its schedule wighity cycle length as CMAC 1%. To provide the baseline
the receiver. The two nodes will maintain the staggeréer throughput and latency evaluation, we also gathered
schedule as long as there is traffic between them. Aftée data for BMAC and CMAC without duty cycling,

a certain duration without traffic, the nodes go back @enoted by BMAC 100% and CMAC 100% respectively.
using unsynchronized duty cycling. This CMAC variant
is described in more details in our technical report [12]A. Static Event Scenarios

lIl. EXPERIMENTAL EVALUATION In this set of experiments, we emulate an event hap-
q pening at one corner of the testbed. The source node
sends all packets to the sink located at the diagonally
posite corner. We vary the data rate at source nodes,
d the results are shown in Fig. 7.
For low data rates((2 ~ 0.5 packets/sec.), both
CMAC 1% and BMAC 1% can deliver all packets (Fig.
!Code available at http://iwww.cse.ohio-state.edu/ 7(a)), but Fig. 7(b) shows that CMAC 1% exhibits
~liusha/cmac . better latency performance than BMAC 1% due to the

Our TinyOS [6] implementationof CMAC is base
on XSM [13] which is similar to Mica2 mote [14] in o
CC1000 radio [15] and processing board. We set t%%
mini-slot length to the transmission time of 1 byte on
CC1000 radio which isl16us, a period long enough to
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Fig. 7. Experiment results of throughput, latency and enefficiency performance of CMAC and BMAC under different alaates.

capability of aggressive RTS and anycast to discovexceeds 1 row/sec. However, the throughput increase of
awake potential forwarders. CMAC 1% shows that it can accommodate the increased
Under high data rates>(1 packet per second), BMAC packet generation speed. Fig. 8(b) shows remarkable
1% can not deliver all packets to the sink, and the fladvantage of CMAC 1% over BMAC 1% in latency (less
curve shows that the channel capacity is reached dhan1ls compared to more that00s). For BMAC 1%,
to the use of long preambles and multihop contentiothe queueing delay contributes to most of the latency and
CMAC 1% saves unnecessary long preambles, and thaislue to the use of long preambles. Fig. 8(c) shows the
not only significantly outperforms BMAC 1% but alscadvantage of CMAC 1% in energy efficiency. CMAC
provides similar throughput as BMAC 100% and CMAQ% saves’5% ~ 95% normalized energy of BMAC
100% (Fig. 7(a)). In some cases, e.g., data rate of 2 at#. In addition, the normalized energy consumption
5 packets per second, CMAC 1% even provides latenaff CMAC 1% decreases gradually with the increase of
performance very close to that of BMAC 100% (Figmoving speed because there are more chance for CMAC
7(b)). This is due to the convergence of CMAC fronto converge when there are more active flows. But for
anycast to unicast and the saving on anycast overheadBMAC 1%, the energy efficiency increases sharply due
the data rate of 10 packets per second, CMAC 1% ddesthe inefficiency of long preambles.
not provide throughput and latency very close to BMAC
100% or CMAC 100% because the high contention leaffs Anycast Performance
to some convergence duration times out which result inFor low data rates, CMAC may not be able to converge
more RTS/CTS, but CMAC 1% still exhibits significanfrom anycast to unicast because there isn't enough traffic.
improvement over BMAC 1%. In such cases, the performance of CMAC depends on
Fig. 7(c) shows CMAC 1% utilizes the energy morghe aggressive RTS and anycast mechanism. Thus we
efficiently than BMAC 1% and BMAC 100%, and theevaluate the performance of the aggressive RTS and
energy efficiency becomes better as the data rate &mycast mechanism in this section. The duty cycles are
creases. Hence, we conclude that CMAC is more suitallléh and 0.1%, where each cycle3ig800ms and6000m.s
for providing high throughput and low latency while theespectively for BMAC 0.1% and CMAC 0.1%. The
idle duty cycle is low. source node is located at one corner, and the sink is at the
diagonally opposite corner. We vary the node density by
adjusting the transmission range from 3 rows/columns
To evaluate the performance of CMAC for movindo 8 rows/columns and run each experiment for 600
events, we let the the emulated event move along the betconds. The data rate is chosen such that every packet
tom edge of the testbed at different speeds where fagtepurely anycast enroute without any convergence or
speeds trigger more packets. The results of throughpgiieuing delay. Due to the limited size of Kansei testbed,
latency and energy efficiency are shown in Fig. 8.  we present the latency normalized by the hop count of
Fig. 8(a) exhibits the advantage of CMAC 1% oveunicast, i.e.,L}’}j;fy, and the results are shown in Fig.
BMAC 1% in throughput. The throughput of BMAC 1%9(a) and 9(b) (Figures for throughput are omitted since
increases with the increase of the moving speed for sl@ protocols can deliver all packets to the sink).
speeds, but it gradually drops after the moving speedCMAC reduces the latency of BMAC by about 33%

B. Moving Event Scenario
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Fig. 8. Experiment results of throughput, latency and enefficiency performance of CMAC and BMAC under different evénoving
speeds.

TABLE Il

at both 1% and 0.1% duty cycles except for transmis-
SIMULATION PARAMETERS

sion range of 8 rows with 1% duty cycle, where the

improvement is not very significant. The reason for thi$ Tx range 250m || RTS size 14 bytes
is that the packet can take as few as 2 hops to reach th8andwidth | 38.4Kbps || CTS size 14 bytes
destination while the last-hop transmission does not uge X POWwer 2TmA || ACK size 28 bytes
. L . “Rx power 10mA || Data header | 20 bytes

anycast since the destination is already in range. ~ [Tdle power T0mA || Data payload | 50 bytes
We also collect the route stretch of anycast, which iSCTS slot 0.2ms || Anycast CTS | 22 bytes
represented by the average number of hops of anycashctive period 3ms || Preamble+PLCH 24 bytes

normalized by the hop count of unicast. Fig. 9(c) shows

CMAC 0.1% has larger stretch than 1%. This is becaugge 250/m as the transmission range, but our protocol
for higher duty cycles, the elected next hop is also bett@jorks for any radio transmission range. Other parameters
As Fig. 9(a) and 9(b) show, even with route stretClyre shown in Table Il. In this section, we present results
CMAC 1% can still outperform BMAC 1% due to thejn mobile event scenarios for varying initial idle duty
use of aggressive RTS and anycast. cycle, node density, and data rate. More simulation

results are available in our technical report [12].
V. SIMULATION BASED EVALUATION

We also conduct simulatiofgor large networks to A Initial Duty Cycle
compare the throughput, latency and normalized energyFirst we evaluate the impact of the idle duty cycle by
consumption of CMAC with other protocols usim$2 varying it from 0.1% to 1% for data rate of 10 packets/s.
[8]. Our study is based on the following six protocols:(GeRaF and SMAC use 1% to 10% duty cycles since

« CSMAICA: Fully awake CSMA/CA. they can barely deliver any packet for lower duty cycles.)
« Anycast: Using the anycast mechanism describedd. 10 shows anycast and CSMA/CA have the best
in Section II-B with radio fully awake. throughput performance, but CMAC can also provide

« GeRaF: Using the anycast protocol in Section ll-Bcomparable throughput while greatly exceeding SMAC
with 10% duty cycle andms active period, which and GeRaF even if the idle duty cycle is lower. In addi-

is similar in essence to [17] [18]. tion, CMAC provides latency performance comparable
« CMAC: Our proposed scheme described in Sectidd CSMA/CA while using the least energy. Note that the
Il working on 1% idle duty cycle. energy efficiency in Fig. 10 only reflects the performance

« CMAC-S [12]: Similar to CMAC, but a DMAC-like When there is traffic, and CMAC at low duty cycle
[4] staggered scheduling is used after convergen@tually consumes much less energy than CSMA/CA and
« SMAC: SMAC in [2] working at 10% duty cycle. anycast when the network is idle

The simulations are conducted on2800m x 2000m B. Node Density

network with an event moving randomly &bm/s. We ,
Next we evaluate the performance of CMAC in net-

2Code available at http://www.cse.ohio-state.edu/ works with different node densities. We vary the number
~liusha/cmac . of nodes in the network from00 to 625 while keeping
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Fig. 9. Experiment results of anycast latency performarfc@MAC 1% and CMAC 0.1% under different node densities.

200 0.5

CSMA/CA —+—— CSMAICA —Fg T ' CSMA/CA —+—
3000 Anycast - Anycast - B SN < . o — Anycast -
GeRaF - GeRaF % e 2 o4l i GeRaF %
CMAC & 150l _CMAC —& g O : CMAC 8
g 25001 cMAC-S ---m-- 1 CMAC-S ---m--- 3 : CMAC-S ---m---
s SMAC ---0--- - SMAC ---6-- > 4 SMAC ---6---
= 2000 < g 03}
[=% [5) * e
= + + + + | | | | c 100 F * * ¥ * w
=] [ e P - Eu o KooK 5 PO
$ 10f L omgw o w g e B oalh o
£ ' S P m - 3 L e
= 10001 kK 1 O, MR gk E 07O G Oy
% 50—ttt & 5 o1l
500 X VL
) e e e e S
e A U A ol PR S S
01 02 03 04 05 06 07 08 09 1 01 02 03 04 05 06 07 08 09 1
Inidial Duty Cycle (%) Initial Duty Cycle (%) Initial Duty Cycle (%)
(a) Throughput (b) Latency (c) Energy Efficiency

Fig. 10. Simulation results for throughput, latency andrgneefficiency of CMAC, SMAC, GeRaF and CSMA/CA under diffatadle
duty cycles. The duty cycles for GeRaF and SMAC are 1% to 10&btduheir inability of delivering any packet for lower dutyates.

the area and event size unchanged. Fig. 11 shows thatgbleedules with their neighbors using explicit messages,
throughput, latency and normalized energy consumptiand nodes wake up and sleep according to the synchro-
all increase with the increase of node density. This gzed schedules. SMAC [2], TMAC [3] and DMAC [4]
because more nodes are generating packets with higladirinto this category. This type of approaches requires
node density. The throughput of anycast is the bg®triodic synchronization message exchange which con-
because it can always take alternate path during highmes significant energy unnecessarily.
contention, while CMAC provides similar throughputUnsynchronized MAC: Protocols in this category do
as CSMA/CA (Fig. 11(a)). For latency, CMAC is alsmot synchronize nodes until there is traffic. Usually this
among the best. More importantly, CMAC outperformsvolves the use of long preambles like in BMAC [1]
all other protocols in normalized energy consumption.and SP [5]. However, the long preamble leads to high
latency as explained in Section I. XMAC [19] tries to
C. Data Rate mitigate the negative impact of long preambles by using
Fig. 12 shows the simulation results of throughpustrobed preambles, which shares a similar idea with the
latency and normalized energy consumption of differeaiggressive RTS used in CMAC. However, XMAC has a
protocols for different date reporting rates. CMAC angignificantly longer awake period than CMAC due to the
CMAC-S use the least energy, while achieving at leasick of a mechanisms like double channel chetba(s
90% — 95% of throughput of CSMA/CA. on TelosB versu$ms on XSM/Mica2 in CMAC).

V. RELATED WORK MAC layer anycast is another way to avoid explicit

In the context of energy efficient MAC layer designssynchronization [17] [18] [20] [21]. But when com-
the proposed approaches can be broadly divided into twared to CMAC and the Contention-Based Forward-

categories: synchronized and unsynchronized. ing (CBF) mechanisms [22]-[24], their RTS/CTS ex-
Synchronized MAC: Protocols using this mechanisnchange schemes are more complicated and inefficient.

require nodes to periodically synchronize wake-upoth MAC layer anycast and CBF work by prioritiz-
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Fig. 11. Simulation results for throughput, latency andrgpeefficiency performance of CMAC, SMAC, GeRaF and CSMA/Cadar
different node densities.

300

CSMA/CA —+— CSMA/CA'—+—— 0.25 |CSMA/ICA” —+—
2500 - Anycast - - g

250 - GeRaF - g
CMAC -8 3
@ 2000¢ CMAC-S ---m-- 3
g = 200 SMAC ---0--- B
5 L > @O D g O 2

2 1500 o SRy S .
gz E e k=]
S 1000} /. 3 8
£ [/ 100 f 3
F g

[ 3 S ,
500 - q 50 | z e Yo
@ D @ D @ B D@
e ]
o P 0 W g ; . . . . ey
1 2 3 4 5 6 7 8 9 10 1 2 3 4 5 6 7 8 9 10 1 2 3 4 5 6 7 8 9 10
Packet Rate (pkt/s) Packet Rate (pkt/s) Packet Rate (pkt/s)
(a) Throughput (b) Latency (c) Energy Efficiency

Fig. 12. Simulation results for throughput, latency andrgpesfficiency performance of CMAC, SMAC, GeRaF and CSMA/CaAder
different data rates. CMAC and CMAC-S can achieve at lea% &0 95% throughput of CSMA/CA.

ing the CTS replying from potential forwarders, buergy efficient protocols like BMAC, SMAC and GeRaF.
CBF schemes use CSMA based contention among CH8nce, we conclude that CMAC is highly suitable for
repliers to resolve CTS collisions and thus have lowerireless sensor networks that require low latency and
overhead. However, CBF mechanisms are only explorkdh throughput as well as long network lifetime.

in the context of MANET where performance impact
of the node mobility is the major concern. The design
of CMAC, however, takes all aspects of designing a redl] J. Polastre, J. Hill, and D. Culler, “Ver’satile Low P’O\Mdledia
protocol such as sleep scheduling and channel check into ';ggisspg’rs’g'_rlegeffs Sensor Networks,Hroc. Sensys 04, Nov.
consideration. Furthermore, CMAC uses convergence {g] w. yé, J. Heidemann, and D. Estrin, “Medium Access Con-

avoid the anycast overhead. trol with Coordinated Adaptive Sleeping for Wireless Senso
Networks,” IEEE/ACM Trans. Networking, vol. 12, no. 3, pp.
493-506, June 2004.

[3] T.van Dam and K. Langendoen, “An Adaptive Energy-Effitie

Existing MAC layer solutions for low duty cycling MAC Procotol for Wireless Sensor Networks,” IProc. Sen-

. L - s 03, Nov. 2003, pp. 171-180.
either consume a lot of energy on periodic synchromza[a] 2’ Lu. B. Krishnamg?:hari, and C. S. Raghavendra, “An Adap

tion messages or incur high latency due to the lack of" tjve Energy-Efficient and Low-Latency MAC for Data Gath-

synchronization. Thus in this paper we proposes three ering in Wireless Sensor Networks,” Proc. IPDPS 04, Apr.

mechanisms, aggressive RTS, anycast and convergence,2004. pp. 224-231.

t ddress such problems. We also implement CMAC E{g] J. Polastre, J. Hui, P. Levis, J. Zhao, D. Culler, S. Skeen&nd

oa P : . P I. Stoica, “A Unifying Link Abstraction for Wireless Sensor

the outcome of these three mechanisms above and evalu- Networks,” in Proc. SenSys 05, Nov. 2005, pp. 76-89.

ate it extensively. The experiment and simulation resuItELf}% “TinyOS,” http://WWW-tiHVOS-ne;- L and y
H 7] A. Arora, E. Ertin, R. Ramnath, W. Leal, and M. Nesterenko

show that CMAC at low duty cycles can achieve compa “Kansei: A High-Fidelity Sensing Testbed[EEE Internet

rable throughput and latency performance as fully awake Computing, vol. 10, no. 2, pp. 35-47, Mar. 2006.

CSMA protocl, while greatly outperforming other en-[8] “The Network Simulator — ns-2,” http://www.isi.edufmam/ns/.
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