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Abstract— Low duty cycle operation is critical to conserve
energy in wireless sensor networks. Traditional wake-up stedul-
ing approaches either require periodic synchronization mesages
or incur high packet delivery latency due to the lack of any
synchronization. In this paper, we present the design of a ve low
duty-cycle MAC layer protocol called Convergent MAC (CMAC).
CMAC avoids synchronization overhead while supporting low
latency. By using zero communication when there is no traffic
CMAC allows operation at very low duty cycles. When carrying
traffic, CMAC first uses anycast to wake up forwarding nodes,
and then converges from route-suboptimal anycast with unsy
chronized duty cycling to route-optimal unicast with synchro-
nized scheduling. To validate our design and provide a usabl
module for the community, we implement CMAC in TinyOS
and evaluate it on the Kansei testbed consisting o105 XSM
nodes. The results show that CMAC at 1% duty cycle significany
outperforms BMAC at 1% in terms of latency, throughput and
energy efficiency. We also compare CMAC with other protocols
using simulations. The results show for 1% duty cycle, CMAC
exhibits similar throughput and latency as CSMA/CA using mwch
less energy, and outperforms SMAC and GeRaF in all aspects.

I. INTRODUCTION

long preamble mechanism has following problems. First, the
latency accumulated along multihop routes could be over-
whelming due to the application of long preamble on each
hop. Considering the importance of event reporting laténcy
tracking and surveillance applications, such latencyedase
is not suitable. Second, the energy consumed on preamble
transmission and reception after the receiver has wokes up i
wasted. This is due to the lack of information at the sender
side about the wake-up schedule of the receiver, and thus
the preamble length is chosen conservatively. Third, other
neighbor nodes of the transmitter will also be kept awake by
the long preamble until the data packet transmission figishe
which is also wasteful since they are doing unneeded preambl
overhearing. Polastre et. al. propose an link abstractidied
Sensornet Protocol (SP) [5] to adjust the preamble length by
observing recent and nearby traffic. However, SP still inesl
many uses of long preamble, and it cannot dynamically select
next hop if the intended next hop is currently not available
because of sleeping or interference.

MAC layer anycast is another way to avoid explicit synchro-

Extending the lifetime of battery powered wireless senseization [6]-[9]. However, when compared to the Contention
networks is critical because touching the sensor nodes fssed Forwarding (CBF) studied in MANET literature [10]-

replacement might be expensive or even impossible. Sind&], their RTS/CTS exchange schemes are more complicated
idle listening consumes almost the same energy as recaind inefficient. Both MAC layer anycast and CBF work by
ing or transmitting, duty cycling the radio is important taorioritizing the CTS replying from potential forwarders,tb
achieve long lifetime. However, low duty cycle usually infu CBF schemes use CSMA based contention among CTS repli-
performance degradation in throughput and latency whiées to resolve CTS collisions and thus have lower overhead.
they are also critical performance metrics especially ianév The basic idea of both of them provides better packet for-
tracking and surveillance applications. These conflicthg warding opportunities than unicast, but none of them specif
jectives motivate the design of a new MAC layer protocdlow the sleep scheduling and radio activity assessment are
calledConvergent MAC (CMAC). Compared to other MAC accomplished, which is critical for a real MAC layer protbco
layer protocols like BMAC [1] and SMAC [2], CMAC can implementation. In addition, all of them incur higher RTS&
significantly reduce latency and improve throughput whilexchange overhead than unicast which could be avoided if the
supporting very low duty cycles. recent and nearby traffic information is studied.

Current duty cycling MAC layer protocols for wireless The above problems motivate our design of an energy ef-
sensor networks are either synchronized using explicikdch ficient MAC layer protocol called Convergent MAC (CMAC)
ule exchanges or totally unsynchronized. However, botle hawhich utilizes the advantages of unsynchronized sleepdsthe
their weaknesses and deficiencies. SMAC [2], TMAC [3hg, anycast and unicast while mitigating the impact of thei
and DMAC [4] use periodic synchronization messages thisadvantages. CMAC uses unsynchronized sleep scheduling
schedule the duty cycling and packet transmissions. Sudte BMAC when there is no packet to transmit. While upon
message exchanges consume significant energy even whetrammsmitting packets, CMAC first usaggressive RTS (Section
traffic is present. BMAC [1] uses unsynchronized duty cyglinll-A) to anycast (Section 11-B) packets to potential forwarders
and uses long preamble to wake up receivers. However, thibich wake up first and detect the traffic usidauble channel



check (Section II-A). Since pure anycast based forwardinigreaks up the long preamble into multiple RTS packets (also
incurs higher overhead than unicast, if the sender is abledalled an(aggressive) RTS burst). The RTS packets do not use
transmit packets to a node with routing metric good enoudlong preambles, and are separated by fixed short gaps each of
CMAC converges from anycast forwarding to unicast (Section which allows receivers to send back CTS packets. The gap
[I-C). Compared to CBF, the core idea of CMAC anycast idoes not have to accommodate an entire CTS transmission
similar. But CMAC anycast can accommodate more routirgg long as the RTS sender can receive the preamble of
protocols, and it concentrates on activating and choosittte CTS and cancel the next RTS transmission accordingly.
potential forwarders instead of studying the throughputqze Once the transmitter receives a CTS, it sends the data packet
mance on mobile node scenario. Compared to GeRaF, CMA@mediately. In this way, not only the packet delivery speed
anycast has lower overhead and more concrete radio activity, but also the unnecessary energy waste on the remaining
detection scheme. More importantly, CMAC is implementeglart of the preamble after the receiver has woken up is saved.
in TinyOS and could serve as a prototype of these ideas forThe number of RTS packets to be sent in one full aggressive
future study. RTS burst depends on the duty cycle length. For the same duty
To validate the practicability of CMAC, we implementcycle length, the duration of one full RTS burst is roughlg th

CMAC in TinyOS [18] and compare it with BMAC on the same as the preamble of BMAC to guarantee the wake-up of
Kansei testbed [19]. We also implement CMAC g2 [20] the receiver. However, compared to BMAC, CMAC provides
and compare it with SMAC, a GeRaF variant, and 802.%he chance for nodes to communicate as soon as possible since
based CSMA/CA protocol. The highlights of our performanceceivers may wake up early during a RTS burst, and hence
evaluation are summarized as follows: the expected latency incurred by long preamble at each hop

« For static event experiments on testbed, CMAC workingpuld be brought down by half.
at 1% duty cycle significantly outperforms BMAC with Aggressive RTS relies on receivers to detect its existence.
the same duty cycle in throughput, latency, and energt unlike GeRaF which can detect an RTS only if the
efficiency, and exhibits similar throughput and latenciTS transmission starts during its awake period, CMAC uses
performance as fully active BMAC. intermittent channel check to assess the channel, and jiskee

« For moving event experiments on testbed, CMAC at 1@vake if the channel is busy to see whether there is any RTS
duty cycle also provides much superior performance iftended for it. Compared to the scheme in GeRaF, CMAC
all aspects over BMAC with the same duty cycle. can reduce the length of awake period and thus brings much

« For moving events in simulations, CMAC achieves 95dwer duty cycle especially networks for rare event detecti
throughput of IEEE 802.11 based unicast with compara- The low power listening (LPL) of BMAC [1] provides a
ble latency while saving up to 88.5% energy. CMAC alsgnergy-efficient way to quickly assess the channel, so it can

exhibits remarkable advantage in all aspects over SMARErve as the basic building block of channel check in CMAC.
and the GeRaF variant. However, the LPL is not directly applicable for aggressiviesR

The rest of the paper is organized as follows. Section Il dd€tection. In BMAC, the LPL is reliable since the channel
tails the design of CMAC, Section Il presents our implemerf!ill b€ @lways busy during any preamble transmission. But in
tation and results gathered from Kansei testbed [19] for @1ACMAC, a gap exists between two consecutive RTS packets,
and BMAC, Section IV presents simulation results comparir‘FFPd thus the channel assessment will conclude an idle channe
CMAC with SMAC, IEEE 802.11 based CSMA/CA and thd' it happens during such a gap (given no other ongoing

GeRaF variant, and Section V finally concludes the paper. fransmission). To resolve this problem, we propose to use
double channel check in CMAC, which works by assessing

Il. CONVERGENTMAC (CMAC) the channetwice instead of once after each long sleep period.
Motivated by the limitations of current approaches, wEach check takes up to five RSSI samples just like BMAC,
propose a new MAC |ayer protoco| Ca”@)nvergent MAC but there is a fixed short interval between the two checks
(CMAC) supporting low latency and high throughput as weRluring which the radio is kept off. This interval is much stlam_r
as low duty cycle operation. CMAC has three main compéhan the duty cycle length but slightly longer than the fixed
nents, Aggressive RTS equipped withdouble channel check 9ap between two consecutive RTS packets. If the first check
for channel assessmemiyycast for fast forwarder discovery, detects a busy channel, the second check will be cancelgd (Fi
and convergent packet forwarding for reducing the anycast 1(2)). Otherwise, the second check is performed (Fig. 1(b))

overhead, and they are detailed as follows. The positive conclusion on busy channel from either check
) will keep the node awake anticipating an RTS. To prevent the
A. Aggressive RTS scenario in Fig. 1(c), the small interval in one double-¢hec

The long preamble mechanism of BMAC may incur higimust be shorter than the RTS transmission time. This can be
latency as the transmitter must ensure the receiver will batisfied by padding RTS packet with extra bytes. (We present
woken up before sending any data. However, the receiver ntagw these parameters of interval lengths and packet sizes
wake up much earlier than the end of the preamble, whiele chosen in Section Ill.) Such a “double-check” mechanism
makes part of the preamble transmission wasteful. Hence, amsures that nodes will not miss any nearby RTS burst.
propose to usaggressive RTSto replace long preamble, which  Note that the length of the interval within one double-



N [ ers ‘T | e | [ fs ‘T‘ s | However, it is possible that more than one potential for-
Channel check Channel check chamnelcheck  Wwarder try to reply the same RTS. Hence a contention reso-
(a) Case 1 (b) Case 2 (c) Case 3 lution scheme is needed for CTS transmissions. In addition,
Fig. 1. Double Channel Check used by CMAC. In case 1, the firahigel among all pptentlal forwarder_s’ the transmltter shouldfav
check detects a busy channel, and thus the second checkeddastow) the node with the best routing metric among the awake
is cancelled. In case 2, the first channel check happens éettveo RTS ones. To achieve these two objectives, we design a CTS
transmissions, but the second check will detect the buspreiaCase 3 is contention resolution scheme similar as but more geneaal th
impossible since the interval in a double check is shorten tRTS length. . . 9 .
the Contention Based Forwarding (CBF) [10]-[17], and this
scheme also has lower overhead than these in [6]-[9].
Similar as CBF and GeRaF, CMAC also uses routing metric
to prioritizing CTS transmissions. But besides the geolgicg
distance used by CBF and GeRaF, CMAC could use many
other routing metrics, such as hop count, ETX [21], ETT
[22] and PRRkDist [23]. Generally, CMAC assumes each
node knows the costs (routing metrics to the destination) of
choosing different nodes in its forwarding set as next hop
forwarders, and such information is also shared by nodes in
: : : : : its forwarding set. In TinyOS [18], these costs could be fed
0 50 100 150 200 250 300 . . . .
Preamble Length (ms) by the routing module easily using interfaces. Based on the
costs, CMAC generates: regions Ry = [0,cost1], R2 =
Fig. 2. TI'_l_e relationship between the aggresslive RTS probimgtion and (costl, costg], .o Ry = (costm,l, oo] These regions could
the probability of waking up at least one potential forwasddL = 300ms) be evenly divided or decided according to the cost distidout

check is fixed, and thus the gaps between consecutive R¥@f€ that the cost of choosing any neighbor node as next
transmissions must also be fixed. CMAC achieves this P falls into one of these regions, but only nodes in the
sending all RTS packets without assessing the channel exd@pwarding set will try to send CTS. The information of the
the first one. This may cause two RTS bursts from twi regions along with the routing metric of the transmitter
transmitters to collide. Such collisions could be resoleitder could be carried in each aggressive RTS packet. We find that
by one of them receiving the RTS preamble from anoth& Smallm like 3 provides good performance in experiments
during its RTS sending gaps, or by the initial backoffs befo@2nd simulations, and thus the piggybacking does not incur
sending their first RTS packets. For the former case, thégh overhead. Note that CMAC works the same as CBF when
interrupted RTS burst will be restarted later just like reting 9€0graphical distance is used as the routing metric, sangut

a long preamble, while the resolution for second case is t_pgac_ons and extra information carrying in RTS could be saved
same as CSMA based BMAC. If an RTS transmitter detectdathis case. _

valid preamble before sending its subsequent RTS packets b>MAC partitions the gap between two consecutive RTS
fails to receive a CTS packet after that, it will retry theignt Packets into a few sub-intervals call&@l'S slots. CTS slots
RTS burst with initial backoff. This could happen if anotheP@ve one-on-one correspondence with the cost regions-gener
node with packets to send wakes up between two consecufiigd by the transmitter where regions having smaller costs

RTS packets and chooses a small initial backoff. are mapped to earlier CTS slots. After obtaining the cost
regions in an aggressive RTS packet, each potential foeward

calculates which region it belongs to, and tries to send QTS i
the corresponding CTS slot. Each CTS slot is further divided
If only unicast is used, the expected latency of usinigto severalmini-sots to resolve the contention within each
aggressive RTS is roughly half that of using long preambleegion, and each receiver will randomly choose one mini-
However, usually there are more than one potential forwagrdislot to start its CTS transmission (Fig. 3). On detectingybus
node within the communication range of the transmitter.yThehannel before transmitting CTS, pending CTS transmission

form aforwarding set with better but not necessarily the beswill be canceled assuming the existence of another CTS.
routing metrics, and some of them may wake up much earlierWe use geographical distance as routing metric to illustrat
than the one with the best metric. Thus if the data packettl®e anycast route selection of CMAC. The area that is closer
anycast to such nodes, some progress could be made towatdghe sink than the sender and within its transmission rémge
the destination even if the intended receiver is sleepindivided intom regions,Ry, Rs, ..., R,,, such that all nodes
and the end-to-end latency could be further reduced. SimpteR; are closer to the sink than nodes ity for i < j. Fig.
calculation shows for duty cycle length and forwarding set 4 shows an example where = 3. Then each node in region
sizen, it takes on averagg% to get contacted with at least R; schedules its CTS transmission in a randomly chosen mini-
one of them. Foi. = 300ms and differentn, Fig. 2 shows the slot of CTS sloti (Fig. 3). If the packet forwarding encounters
relationship between the aggressive RTS probing duratidn ea “void” where the forwarding set is empty, the transmitter
the probability of waking up at least one potential forwarde could simply use “right hand rule” with the ID of the receiver

Hit Probability

B. Anycast Based Forwarding
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sent CTS will cancel other CTS and subsequent RTS trangmsssi Fig. 5. Anycasting route converges to unicast route gradualy.
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' 802.11, SMAC and GeRaF.

If the event moves fast, the source nodes may continuously
change with each of them generating only a small number
sourcd of packets. In this case, the convergence may still happen

q after the merge points of different flows. For some other €ase
such as low data rates, the convergence may not happen, but
CMAC can still use aggressive RTS and anycast to make quick
Fig. 4. Example of cost region generation in CMAC using geograph-  progress towards the sink.

ical distance as routing metric.
D. Synchronized Wake-up Schedule

specified in destination field of RTS packets. Sophisticated|, order to save more energy after convergence, nodes
void circumvention is out of the scope of this paper. can synchronize with their neighbor nodes to use some kind
of wake-up schedule instead of keeping fully awake. In our
simulations, we evaluate a CMAC variant using a staggered

Although anycast obviates the need for synchronizatie@heduling similar to DMAC [4] after convergence. When
messages and has better chance to make progress in pagi€transmitter intends to converge from anycast to unicast
forwardings than unicast, it has two main shortcomingsstFir it synchronizes its schedule with the receiver. The two sode
anycast may choose suboptimal routes because the best pgtmaintain the staggered schedule as long as there ifictraf
hop is sleeping or due to interference. Second, the overbleaghetween them. After a certain duration without traffic, the
anycast RTS/CTS exchange is usually higher than its unicaglges go back to use unsynchronized duty cycling. This

counterpart. Hence, a mechanism is needed to reduce HAC variant are detailed in our technical report [24].
overhead incurred by anycast, and we proposectimeergent

packet forwarding to resolve these problems as follows. Ill. EXPERIMENTAL EVALUATION

In CMAC, the node will remain awake for a short duration We implement CMAC in TinyOS [18], and compare
after receiving a data packet from anycast. During thisqueri CMAC with BMAC? on the Kansei testbed [19]. This section
a node with better routing metric could wake up and beconfiest describes our implementation and the experiment naetho
the receiver of the next anycast. If the latest anycast veceiology, and then presents the results from the testbed.
has a routing metric close to the best, CMAC will use unicai:[ |
instead to avoid anycast overhead. As an example, the route
going through any node in regiqﬁl (F|g 4) is close to the Our imp|ementati0n is based on XSM [25] which is similar
optimal route. However, it is possible that nodes with goc®® Mica2 mote [26] in CC1000 radio [27] and processing
enough routing metrics may not exist. For example’ this Wmoard. We set the mini-slot |ength to the transmission time o
happen if there is no node in regid®, (Fig. 4). Hence if 1 byte on CC1000 radio which il6.s, a period long enough
the transmitter cannot find a better next hop than current offe accommodate the propagation delay and busy channel
after a duty cycle length, it starts to unicast packets toemir detection (One channel sampling takes al®iii, to finish).
receiver and updates its cost regions. In this way, the pack&he CTS slot is set to 6 mini-slots, and the number of CTS
forwarding progressively converges from anycast to unicaiots is set ton = 3. Thus the gap between two consecutive
as the example shown in Fig. 5. After some time withod®TS packets has to accommodate the transmissias b/tes
successful data packet reception, CMAC will timeout an@hich is roughly8ms. Then10ms(> 8ms) is chosen as the
nodes will follow unsynchronized idle duty Cyc'es_ interVaI in one double-CheCk. The aggressive RTS packet SiZ

The unicast after such convergence may or may not uSeset tod4 bytes including preamble and padding bytes such
normal RTS/CTS. In our experiments, CMAC does not udBat an RTS transmission duration is longer tha@m:.s. The
RTS/CTS. after_convergence for the comparison with BMA(.-:' 1Code available atttp://www.cse.ohio-state.edu/ ~liusha/cmac .
In our simulations, CMAC uses normal RTS/CTS that is 2We plan to compare CMAC with BMAC plus SP in the future due te th
similar as 802.11 after convergence for the comparison withrrent unavailability of SP code in TinyOS distribution.

C. Converging from Anycast to Unicast

mplementation and Experiment Methodology
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aggressive RTS packet is comparable in size with the daianilar as always active BMAC.
packet in TinyOS 6 bytes), but aggressive RTS serves mainI% . )
to contact the receiver instead of providing collision aeice, B- tatic Event Scenarios
and it is still much shorter than long preambles. Take duty In this set of experiments, we evaluate the throughput,
cycle length 0f300ms as an example, BMAC usegl4-byte latency and energy efficiency of CMAC and BMAC for static
preamble which is much longer than oné-byte RTS. The event scenario. We emulate an event happening at one corner
padding bytes in each RTS after convergence could be saeédhe testbed using the method described in Section IlI-A.
if the RTS/CTS based collision avoidance is desired. The source node sends all packets to the sink located at the
The Kansei testbed [19] consists1dfs XSM nodes forming diagonally opposite corner. We vary the data rate at source
a 15 x 7 topology with node separation of 3 feet. Thawodes, and the results are shown in Fig. 6.
transmission range is set to 4 rows/columns in the testbedFor low data rates((2 ~ 0.5 packets/sec.), both CMAC
Each XSM node is attached to a Linux-based stargate [28p0 and BMAC 1% can deliver all packets (Fig. 6(a)), but Fig.
and those stargates are connected using Ethernet to theiKa6g) shows that CMAC 1% exhibits better latency performance
server. Instead of creating real events, we issue messagethan BMAC 1% due to the capability of aggressive RTS and
XSM nodes as commands to emulate an event. Such commangicast to discover awake potential forwarders.
messages are broadcast from the Kansei server and forwardddnder high data rates>( 1 packet per second), BMAC
by serial forwarder programs on stargates to the UART port8o can not deliver all packets to the sink, and the flat curve
of XSM nodes. XSM nodes then decide whether they “detecthows the channel capacity is reached (about 300 packets in
the event based on the prescribed event information. 600 seconds) due to long preambles and multihop contention.
We evaluate the performance of CMAC for event-triggereddMAC 1% saves unnecessary long preambles, and thus not
sensor networks, in which the packets are generated onlg whomly significantly outperforms BMAC 1% but also provides
sensors observe an event. We evaluate the throughput;yatesimilar throughput as BMAC 100% and CMAC 100% (Fig.
and energy efficiency of CMAC against BMAC for two basi&(a)). In some cases, e.g., data rate of 2 and 5 packets per
event scenarios, static event and moving event. Throughgatond, CMAC 1% even provides latency performance very
refers to the total number of packets received at the siclose to that of BMAC 100% (Fig. 6(b)). This is due to the
in 600 seconds, latency is the average delay endured focanvergence of CMAC from anycast to unicast and the saving
packet to reach the sink, and energy efficiency refers to tha anycast overhead. At the data rate of 10 packets per second
energy consumption of the entire network for delivering on@MAC 1% does not provide throughput and latency very close
36-byte packet to the sink, and is called normalized energg.BMAC 100% or CMAC 100% because the high contention
To measure latency, nodes record the start time after rieageivieads to some convergence duration timeouts which result
the initiation command message. The time difference batwei@ more RTS/CTS, but CMAC 1% still exhibits significant
the packet generation and the recorded start time, dengtedrprovement over BMAC 1%.
t1, is carried in that packet. After receiving this packet, the Fig. 6(c) shows CMAC 1% utilizes the energy more ef-
sink calculates the difference between the reception tinte &ficiently than BMAC 1% and BMAC 100%, and the energy
its own recorded start time, denoted by Thent, — t; is efficiency becomes better as the data rate increases. lisman a
used as the latency of this packet. (We ignore the variationbe observed that the energy efficiency of BMAC 1% is even
delay for the command message to reach each XSM nodenasse than BMAC 100% for data rates beyond 5 packets per
it is insignificant compared to the packet delivery latep@p.  second because the preamble length for 1% duty cycle is not
calculate the energy consumption, we measure the time eadficient in these cases. Hence, we conclude that CMAC is
node spends on transmitting, receiving and channel chgckimore suitable for providing high throughput and low latency
and the energy consumption is calculated using the currevtiile the idle duty cycle is low.
consumption values provided in Table 2 of [1]. _ )
Note that the double channel check almost doubles the tinfesMoving Event Scenario
of channel sampling in BMAC. Thus theoreticaly CMAC To evaluate the performance of CMAC when the event is
consumes more energy on channel assessment than BMAGving, we move the emulated event along the bottom edge
using the same duty cycle length. To be fair, we evaluaté the testbed at different speeds (Fig. 7). A program on the
CMAC with duty cycle length double that of BMAC in Kansei server calculates when and which nodes are supposed
this section. For example, if BMAC useé¥0ms duty cycle to detect the event, and it triggers packet generationseseth
length, CMAC will use600ms. Since usingg00ms duty cycle time points by sending messages to these nodes. Each node
length in BMAC is roughly 1% duty cycle, we denote it bygenerates one packet once it receives such a message. The
BMAC 1%, and denote CMAC using00ms duty cycle length event restarts from the bottom left corner each time it reach
as CMAC 1%. To provide the baseline for throughput anithe bottom right corner. The sink is located at the top right
latency evaluation, we also gathered the data for BMAC amdrner of the testbed, and each experiment duratio®0is
CMAC without duty cycling, denoted by BMAC 100% andseconds. We vary the speed of event moving such that faster
CMAC 100% respectively. The performance of CMAC 1009movement will trigger more packets. The results of throughp
is provided to show CMAC working at 100% duty cycle idatency and energy efficiency are shown in Fig. 8.
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Sink

© o 0000000000000 In such cases, the performance of CMAC depends on the
c e oo e 00000 aggressive RTS and anycast mechanism. Thus we evaluate the
S performance of the aggressive RTS and anycast mechanism in
6 0000000000000 0 this section. The duty cycles are 1% and 0.1%, where each
© 0000000000 0000 cycle is 3000ms and 6000ms respectively for BMAC 0.1%

© e e 0000000000000 and CMAC 0.1%. The source node is located at one corner,

- Ejen:’mo(’vin: -0 and the sink is at the diagonally opposite corner. We vary

the node density by adjusting the transmission range from 3
Fig. 7. Moving event scenario in experimental evaluatiohe Eink locates rows/columns to 8 rows/columns and run each experiment for
at top right corner, and the event moves along the bottom edigifferent 00 seconds. The data rate is chosen such that every packet
speeds is purely anycast enroute without convergence to unicast or

Fig. 8(a) shows the advantage of CMAC 1% over BMA@x_periencing gueuing delay_. Thus for each generated packet
1% in throughput. The throughput of BMAC 1% increasel iS @ fresh start for the entire network.

with the increase of the moving speed for slow speeds, butgjhce the Kansei testbed has fixed physical topology, in-

it gradually drops after the moving sope_ed exceeds 1 row/s@Caaging transmission range leads to decrease in hop count.
However, the throughput of CMAC 1% increases proportioRyerefore, we present the latency normalized by the hoptcoun
ally with the increase of moving speed with 100% packe ynicast, i.e. Latency/Hops, and the results are shown in

delivery ratio. Fig. 8(b)_shows remarkgble advantage of G:]\/IAFig_ 9(a) and 9(b) (Figures for throughput are omitted since
1% over BMAC 1% in latency. Unlike BMAC 1% whose g hrotocols can deliver all packets to the sink).

latencies are in tens of or even over one hundred seconds,

CMAC 1% provides less than one second latency on averageCMAC reduces the latency of BMAC by about 33% at both
to deliver one packet to the sink. For BMAC 1%, the queueiritpb and 0.1% duty cycles except for transmission range of 8
delay contributes most of the latency and is caused by usirayvs with 1% duty cycle, where the improvement is not very
long preamble in each packet transmission. While for CMASignificant. The reason for this is that there are only twoshop
1%, due to its capability to find a “quick” forwarder in thefor unicast if one transmission can go through 8 rows of the
forwarding set and the convergence from anycast to unicasistbed, and the optimization space left for CMAC is only one
heavy queuing is avoided and the latency is much lower. Figop since CMAC does not use anycast once the sink can be
8(c) shows the advantage of CMAC 1% in energy efficiencseached in one hop. The per hop latency does not decrease
CMAC 1% save¥5% ~ 95% energy of BMAC 1% to deliver with the increase of node density in Fig. 9(a) and 9(b), this
one packet. In addition, the normalized energy consumgtionis because anycast may have a small forwarding set near the
CMAC 1% decreases gradually with the increase of movirgink due to the limited scale of the Kansei testbed.

speed. This is because CMAC has better chance to converge to

unicast when the event moves faster, where more packets ardve also collect the route stretch of anycast, which is repre-
generated and the convergence happens after the merge pofgied by the average number of hops of anycast norgnahzed
of multiple flows. But for BMAC 1%, the energy efficiencyby the hop count of unicast. Fig. 9(c) shows CMAC 0.1% has

increases sharply due to the inefficiency of long preamhle fgrger stretch than 1%. This is because for higher duty cycle
fast event moving speeds. the probability for more than one node to wake up and reply

the same RTS is also higher, and better routing metrics could
D. Anycast Performance be found among more awake nodes. As Fig. 9(a) and 9(b)
For low data rates, CMAC may not be able to convergghow, even with route stretch, CMAC 1% can still outperform
from anycast to unicast since the awake period after rewpiviBMAC 1% because of the fast progress made to the destination
a data packet may timeout before the next packet arrivesing aggressive RTS and anycast.
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TABLE |

IV. SIMULATION BASED EVALUATION
SIMULATION PARAMETERS

We also conduct simulatiohsor large scenarios to compare

; Tx range 250m | RTS size 14 bytes
the throughput, latency and normallzed energy cpnsumpﬁon BaRdwidH IS IKbps | CTS size T byfes
CMAC with other protocols using the network simulatt2 TX power T A T ACK Size 28 bytes
[20]. Our study is based on the following six protocols: RX power T0mA | Data header | 20 byies

1 lei : [dle power 10mA | Data payload | 50 byies
. CSMA/CA._ Usmg unicast RTS-CT_S-DATA-ACK 802.11 CTS siot 02ms | Anycast CTS | 22 bytes
protocol with radio fully awake. This protocol servers as | Active period 3ms | Preamble+PLCP| 24 byfes

the baseline for throughput and latency performance.
« Anycast: Using the anycast mechanism described in

Sect|on. “_B.’ with radio fully awake. . . ... for varying initial idle duty cycle, node density, and datder.
« GeRaF: Using the anycast protocol in Section II-B with g . :
More simulation results on other aspects, such as statitt eve

0 : . .
10./0 duty cycle and3ms active period. This GeRaF anfi link quality, are available in our technical report [24]
variant does not use busy tone, and the anycast protoco

is similar in essence to but slight different from [6] [7]. Initial Duty Cycle

o« CMAC: Our proposed scheme described in Section 'ﬁ y
working on 1% idle duty cycle. First we evaluate the impact of the idle duty cycle by

o CMAC-S [24]: Similar to CMAC, but after convergence,varying it from 0.1% to 1%. This set of tests shows which
nodes use a DMAC-like [4] staggered wake-up schedulgrotocol has more potential to work at low duty cycles. Fig.

« SMAC: SMAC with adaptive listening working at 10% 10 shows the performance for different idle duty cycles gisin
duty cycle. In our simulation, SMAC can barely sendlata rate of 10 packets/s. In the simulations, GeRaF and SMAC
packets to the sink using 1% duty cycle, therefore wean barely deliver any packet to the sink when working under
use 10% duty cycle for SMAC. 1% duty cycle. Therefore we use 1% to 10% for them.

The simulations are conducted &00m x 2000m network ~ We can see that the throughput decreases gradually with
with an event moving randomly am/s. We use250m as the decrease of initial duty cycle. For CMAC, the throughput
the transmission range, but our protocol works for any radgi¢creases about 25% when duty cycle changes from 1% to

transmission range. Other parameters are shown in Table 0-1%, and the normalized energy consumption decreases$ abou
30%. However, this energy saving at 0.1% duty cycle comes

at the expense of higher initial detection latency. Through

In this section, we present results in mobile event scegario

3Code available albttp://www.cse.ohio-state.edu/ ~liusha/cmac
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Fig. 10. Simulation results for throughput, latency andrgneefficiency performance of CMAC, SMAC, GeRaF and CSMA/Cadar different idle duty
cycles. In our simulations, GeRaF and SMAC barely receivekgia at the sink when working below 1% duty cycle, therefeesuse 1% to 10% duty cycle
for GeRaF and SMAC in the simulation. SMAC has high delay wirenduty cycle is less than 3% and is not shown in the figure.

tracing the simulation data, we found that the delay for thend outperforms others (Fig. 11(a)). For latency, CMAC is
first packet to arrive at the sink increases from 2 secondsalso among the best. More importantly, CMAC outperforms
near 14 seconds, but this is still better than SMAC and GeRal other protocols in normalized energy consumption.
since they can not deliver even one packet to the sink with suc
a low duty cycle (0.1%). C. Data Rate
CMAC and CMAC-S have lower throughput compared to Fig. 12 shows the simulation results of throughput, latency
CSMA/CA and Anycast protocols due to several reasons.,Firand normalized energy consumption of different protocofs f
the duty cycle is only 1% initially, which limits the initial different date reporting rates. CMAC and CMAC-S use the
throughput. Second, the event may move out of the sensiegst energy, while achieving about 95% of throughput of
range of a source node before the convergence fully congpleteSMA/CA (at data rate 10 pkts/s).
However, CSMA/CA and Anycast achieve higher throughput
as the cost of very high power consumption as nodes remain
100% awake. Anycast has the highest throughput because dExisting MAC layer solutions for low duty cycling either
its ability to forward packets through multiple paths, boist consume a lot of energy on periodic synchronization message
high throughput is achieved by keeping all nodes activehall tor incur high latency due to the lack of synchronization. $hu
time which is not energy efficient. in this paper we proposes CMAC, a MAC layer protocol for
SMAC with 10% duty cycle can only achievug’s through- maximizing network lifetime while maintaining high throlg
put of CMAC 1%, together with latency 4 times and norput and low latency for sensor networks. During idle perjods
malized energy consumption 8 times that of CMAC 1%. Inodes follow unsynchronized low duty cycles and use a novel
SMAC, transmissions can only happen during active periodéchnique callediouble channel check to assess the channel.
Thus the available time for transmissions is quite limited. When transmitting packets, CMAC initially uses aggressive
The throughput of GeRaF is lower than CMAC even if iRTS and anycast to exploit the diversity in the forwarding se
works on the duty cycles 10 times higher due to two magnd then converges to unicast to reduce the overhead.
reasons. First, GeRaF uses anycast for each packet whichhe experiment results from Kansei testbed show that
incurs higher overhead. Second, in GeRaF, nodes rece®AC 1% can approach the throughput and latency perfor-
RTS only if they happen to wake up during the preambi@ance of fully awake BMAC, while outperforming BMAC
transmission of the RTS, which is inefficient compared tspul 1% in all aspects. Using simulations, we compare CMAC

V. CONCLUSION

based double channel check in CMAC. with SMAC, CSMA/CA and a GeRaF variant in moving event
scenarios. CMAC not only outperforms SMAC and the GeRaF
B. Node Density variant, but also achieves 95% throughput of CSMA/CA with

imilar latency and 88.5% less energy. With higher toleeanc
Qr initial latency, CMAC can even work at 0.1% duty cycle
with long-term throughput comparable to CSMA/CA.

Based on our study, we conclude that CMAC is highly
sHitabIe for wireless sensor networks that require lowniage
n X o
g@d high throughput as well as long network lifetime.

Next we evaluate the performance of CMAC in network
with different node densities. We vary the number of nod
in the network from100 to 625 while keeping the area and
event size unchanged.

From Fig. 11 we can see that the throughput, latency al
normalized energy consumption all increase with increa:
of node density. This is because more nodes are generating REFERENCES
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