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Abstract—We present an architecture Sensornet Messaging Architecture
(SMA) for providing messaging services that self-adapt to aplication prop-
erties (e.g., QOS requirements and traffic patterns) in wirkess sensor net-
works. In SMA, we decompose messaging into three sub-compents: traffic-
adaptive link estimation and routing, application-adaptive structuring, and
application-adaptive scheduling. Taking packet packing i(e., aggregating
shorter packets into longer ones) as an example of in-netwkrprocessing,
we propose an algorithm that schedules packet transmissiento improve
the achievable in-network processing while satisfying agjcation QoS re-
quirements at the same time. We evaluate our design by bothraulation
and experimentation with Tmote Sky sensor nodes, and we finchat our
approach significantly improves energy efficiency and mesging reliability.

Keywords—Wireless sensor networks, application-adaptive messatg,
architecture, algorithm, structuring, scheduling, packe packing

1 Introduction

Wireless sensor networks, which we refer tesagsornet here-

rent practice of systems engineering in sensornets is igrdas
messaging stack for each individual application. Consetyea
variety of messaging stacks have been developed in thegyast f
years [8, 30, 43], but they rarely interoperate with one heiot
Clearly, this monolithic approach is inefficient and unabé

in the long run for several reasons. Firstly, the number of ap
plications will increase (and potentially in a significananmer)

as sensornets evolve, but we cannot afford to develop ihakVi
messaging stack for each new application. Secondly, we may
not know the exact requirements or properties of the applica
tions in hand when we are designing messaging services; espe
cially when application properties change temporallys thakes

it difficult if not impossible to customize messaging seedgde-

fore application deployment. Therefore, we need an approfc
designing messaging services that does not require bgittim
whole stack from scratch each time a new application emerges

after, consist of nodes that can sense, compute, commanicafd that does not assume knowing application properties&ef

and potentially control [4]. With their unique capabilgien ob-

serving and controlling the physical world, sensornetsehav

broad range of potential applications in science (e.g.loggo
and seismology), engineering (e.g., industrial contra pre-
cision agriculture), and our daily life (e.g., traffic casitand

deployment.

To fulfill the above objective, we need a messaging architec-
ture that identifies the common components across divetsifie
applications, so that these components can be reused frem on
application to another. Then, for messaging component&to b

health care). The broad application domains diversify ensreusable across diversified applications, we need to deségn
net systems in many ways, such as their traffic patterns and $89ing algorithms that automatically adapt to applicapiaper-
quirements on quality of service (QoS). For instance, iradatties on the fly. This demand for a unified architecture and-auto

collection systems such as those for ecological study,i@ppl
tion data are usually generated periodically, and the egiins
can tolerate certain degree of loss and delay in data dgjiyet

matic application adaptation also arises when we want &dhi
the complexity of messaging from application developed.[3
Having a unified architecture and application-adaptivesags

in emergency-detection systems such as those for intrugler thg services will facilitate designing a unified interfacetween
tection, data are generated only when rare and emergentsevéie messaging layers and applications, so that appliceével-

occur, but the data need to be delivered reliably and in neal.t
Along with opportunities, application diversity poses stantial

opers do not need to understand the details of the underlying
messaging services, and they only need to provide a few high

challenges to the design of efficient, dependable, and lslealdevel application-specific parameters such as their QoSimeq

messaging services in sensornets.

ments for messaging.

The past years of experience in building sensornet syste@entributions of the paper. To accommodate diversity in sen-
have shown that messaging services designed for one clasgdihet applications, we propose tBensornet Messaging Archi-

applications may not apply to another. For instance, thaudef

tecture(SMA) in which we adopt two levels of abstraction:

TinyOS messaging stack, which was designed mainly for data-4 At the lower level, we identify the componemtaffic-

collection sensornets, did not work well and led to seveokega
loss in event-detection sensornets such as those dentedstra
the sensornet field projecss Line in the Sand5] and ExScal

[6]. Therefore, we need to design messaging services @ogprd

to the unique application properties, as also observedih [4
In providing application-specific messaging servicescilne
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adaptive link estimation and routin@ LR) that is respon-
sible for precisely estimating wireless link propertiegy(e
reliability) according to application traffic patterns. Rlis
generic to all sensornet applications and can be performed
automatically without explicit input from applications.

o Atthe higherlevel, we identify the componeafsplication-
adaptive structuring (AST) and application-adaptive
scheduling (ASC) to support functionalities (e.g., in-
network processing and QoS) that are tightly coupled



with applications. AST and ASC incorporate applicationwireless link properties and then finding routes of high gyal
specific properties (e.g., methods of in-network procegsitinks to deliver data traffic. Given that data traffic pattaffects
and QoS requirements) in forming messaging structures annleless link properties due to interference among simmelbas
in scheduling packet transmissions respectively. transmissions [46], link estimation and routing should bia
Taking packet packing (i.e., aggregating shorter packdts i to take into account the impact of application data trafiic| e
longer ones) as an example of in-network processing, wey stughll this basic messaging compongaffic-adaptive link estima-
the ASC component in detail. We propose to schedule packien and routing (TLR)
transmissions so that thaility of a transmission (e.g., degree of With the basic communication structure provided by the TLR
in-network aggregation) is maximized. To this end. we psgppocomponent, another important task of messaging is to atlapt t
a distributed algorithm in which a node dynamically estiesat Structure and data transmission schedules according lzapp
the potential utility of transmitting a packet and deciddewto tion properties such as in-network processing and QoS requi
transmit so that the utility is maximized while satisfyingrain ments. Given the resource constraints in sensornets cafiph
end-to-end timeliness guarantees on data delivery. This-al data may be processed in the network before it reaches the fina
rithmic framework is generically applicable to other intwerk destination to improve resource utilization. For instagriata
processing methods. arriving from different sources may be compressed at am-inte
We evaluate our design via both simulation and experimentaediate node before it is forwarded further. Given that mgss
tion with 18 Tmote Sky sensor nodes. We find that our approaitty determines the spatial and temporal flow of applicatiatad
significantly improves energy efficiency and messagingbdli  and that data items from different sources can be proceesed t
ity. For instance, the energy efficiency is improved by adaap gether only if they meet somewhere in the network, messaging
to 3.22, and the reliability is improved by 12.92%. significantly affects the degree of processing achievablié
Considering the diversities in both applications and tedtmn network. It is therefore desirable that messaging consiter
gies, defining messaging architecture is usually a chaligng network processing when deciding how to form the messaging
and long-running process. Thus we do not expect to be deénitistructure and how to schedule data transmissions. In additi
and exhaustive in this paper, instead we hope to draw mane-attmessaging should also consider application QoS requirsmen
tion to the architectural and algorithmic aspects of agpion- (e.9., reliability and latency in packet delivery), becausessag-
adaptive messaging by presenting the initial thoughtsemtés- ing structure and transmission schedule determine the QusS e
saging architecture and some benefits of application-agaptrienced by application traffic[21, 39, 18]. In-network pessing
messaging. and QoS requirements tend to be tightly coupled with applica

Organization of the paper. We present the messaging ar_t|ons, thus we call the structuring and scheduling in masgag

chitecture SMA in Section 2, and we design the algorithm f@rpplication-adaptive structuring (AS@pdapplication-adaptive

application-adaptive scheduling in Section 3. Then, wéuata scheduling (ASO)_espectlver. . _— .
These messaging components are coupled with applications i

our design in Section 4, and we discuss related work in Seg- i din diff td dont twoldank
tion 5. We make concluding remarks and discuss open issue E}eren Ways ana In differént degrees, So we adopt twaise
: abstraction in designing the architecture for applicatdaptive
Section 6. . ; .
messaging. The architecture, SMA (fBensornet Messaging
Architecturg, is shown in Figure 1. At the lower level, traffic-

2 SMA: an architecture for application-
adaptive messaging Application

In this section, we first review the basic functions of sensbr Application-adaptive | Application-adaptive
messaging, based upon which we identify the common messag- structuring (AST) scheduling (ASC)
ing components and design the architecture SMA.

Traffic-adaptive link estimation

As in the case for the Internet, the objective of messaging in and routing (TLR)
sensornets is to deliver data from their sources to thetirges :
tions. To this end, the basic tasks of messaging are, givéaice Link/MAC

QoS constraints (e.g., reliability and latency) on dataveey,
choose the route(s) from every source to the correspondisg d
tination(s) and schedule packet flow along the route(s).ikenl
wired networks, however, wireless communication, comséd Figure 1: SMA: an architecture for application-adaptivessag-
resources, and application diversity in sensornets inrechew ing

challenges to the design of messaging services.

Nodes communicate with one another via wireless links edaptive link estimation and routing (TLR) interacts dilgwith
sensornets, yet wireless links are subject to the impacwafia the link layer to estimate link properties and to form theibas
ety of factors such as fading, multi-path, environmentas@o routing structure in a traffic-adaptive manner. TLR can be pe
and co-channel interference. Consequently, the progeotie formed without explicit input from applications, and TLRe&i®0
wireless links (e.g., reliability) are dynamic and assuimrplex not directly interface with applications. At the higherdéwoth
spatial and temporal patterns [48, 46]. Therefore, onedaun application-adaptive structuring (AST) and applicatamtaptive
tional component of sensornet messaging is precisely astign scheduling (ASC) need input from applications, thus AST and

Physical




ASC interface directly with applications. Besides intéimg and ASC can optimize the degree of in-network processinggwhi
with TLR, AST and ASC may need to directly interact with linkproviding the required QoS in delivering individual piecésp-
layer to perform tasks such as adjusting radio transmiggirer plication data.

level and fetching link-layer acknowledgment to a packa$  Application-adaptive structuring (AST). One example of
mission. In the architecture, the link and physical layesgmrt - gpplication-adaptive structuring is to adjust messagingture
higher-layer messaging tasks (i.e., TLR, AST, and ASC) oy praccording to application QoS requirements. For instaraipr
viding the capability of communication within one-hop neig transmission power level determines the communicatiogean

borhoods. o each node and the connectivity of a network. Accordinganse
In what follows, we elaborate on the individual componerfits gnission power level affects the number of routing hops betwe
SMA. any pairs of source and destination and thus packet deligery

Traffic-adaptive link estimation and routing (TLR). To es- tency. Transmission power level also determines the iaterice
timate wireless link properties, one approach is to use baange of packet transmissions, and thus it affects packeedge

con packets as the basis of link estimation. That is, neighbaeeliability. Therefore, radio transmission power levahdahus
exchange broadcast beacons, and they estimate broaddastriiessaging structure) can be adapted to satisfy specificcappl
properties based on the quality of receiving one anothers b tion QoS requirements, and Kawadia and Kumar have studied
cons (e.g., the ratio of beacons successfully receivedher this in [21].

RSSI/LQI of packet reception); then, neighbors estimateast Besides QoS-oriented structuring, another example of
link properties based on those of broadcast, since datasare wapplication-adaptive structuring is to adjust messagingture

ally transmitted via unicast. This approach of beacon-tbéisk according to the opportunities of in-network processingesM
estimation has been used in several routing protocolsdimiu saging structure determines how data flows spatially, and th
ETX [43, 10]. Nevertheless, we find that there are two majaffects the degree of in-network processing achievable.ir-o
drawbacks of beacon-based link estimation. Firstly, itasdhito  stance, as shown in Figure 2(a), nodes 3 and 4 detect the same
build high-fidelity models for temporal correlations inkiprop-

erties [41, 40, 22], thus most existing routing protocolsndd

consider temporal link properties and assume independesrt b

ror or packet loss. Consequently, significant estimatioorexan

be incurred as we showed in [46]. Secondly, even if we could a Q
precisely estimate unicast link properties, the estimatddes Q
may only reflect unicast properties in the absence ratheritha '@> l@ I@D \@ @

the presence of data traffic, since network traffic pattefectd
link properties due to interference. This is especiallydase in

event-detection applications, where events are usuaky(eag., (a) Before adaptation (b) After adaptation
one event per day) and tend to last for only a short time at each
network location (e.g., less than 20 seconds). Therefewedn- Figure 2: Example of application-adaptive structuring

based link estimation cannot precisely estimate link pridgin

a traffic-adaptive manner. _event simultaneously. But the detection packets genetaged

To address the limitations of b_eacon-based link estimatloiqlodeS 3 and 4 cannot be aggregated in the network, since they
Zhang et al[46] proposed the routing protocbearn on the Fly 16,y different routes to the destination node 0. On theeoth

(LOF) that estimates unicast link properties via MAC feadb& 5 if node 4 can detect the correlation between its owkatac

for data transmissions themselves without using beacdnseS ;.4 that generated by node 3, node 4 can change its next-hop
MAC feedback reflects in-situ network condition in the pr&s®  ¢,\yarder to node 1, as shown in Figure 2(b). Then the packets

of application traffic, link estimation in LOF is traffic-apive.  gonerated by nodes 3 and 4 can meet at node 1, and be aggregated
LOF also addresses the challenges of data-driven link esém  pa¢ore being forwarded to the destination node O.

to routing protocol design, such as uneven link samplirgg, ihe In general, to improve the degree of in-network processing,

quality of a link is not sampled unless the link is used in data. e should consider the achievable in-network proceseiieg
warding). It has been shown that, compared with beaconebage,oosing the next-hop forwarder. One way to realize thisobj
link estimation and routing, LOF improves both the religpil 6 is to adapt existing routing metrics. For each neighbor

and energy efficiency in data delivery. More importantly, O 5 noge; estimates the utility:; ;, of forwarding packets td,
quickly adapts to changing traffic patterns, and this is@@d \\here the utility is defined as the reduction in messaging cos

without any explicit input from applications. Thus LOF cane 4 number of transmissions)jit packets are aggregated with
serve as an instantiation of the TLR component. k's packets. Then, if the cost of messaging Fiaithout aggre-

_ The TLR component provides the basic service of automafzyjg, isc; k. the associated messaging cdst can be adjusted
ically adapting link estimation and routing structure aeiog 55 t5|jows (to reflect the utility of in-network processing)
to application traffic patterns. TLR also exposes its knolgée

of link and route properties (such as end-to-end packeveigli

. ik = Cik — Wik
latency) to higher level components AST and ASC, so that AST 7 ’ ’

1The MAC feedback for a unicast transmission includes whette transmission has Accordlngly, a I’lelgthI’WIth the lowest adJUSted messagmg
succeeded and how many times the packet has been retramsatithe MAC layer. is selected as the next-hop forwarder.



Since QoS requirements and in-network processing vary frdfitation and the utility of in-network processing.

one application to another, AST needs input (e.g., QOSBP&CI |y the remainder of this paper, we discuss ASC in detail us-
tion and utility of in-network processing) from applicat® and ing packet-packing (i.e., aggregating shorter packetslortger

it needs to interface with applications directly. ones) as an example of in-network processing. Detaileq/stfid
Application-adaptive scheduling (ASC). One example of AST is a part of our future work.

application-adaptive scheduling is to schedule packestras- Remark. It is desirable that the components TLR, AST, and
sions to satisfy certain application QoS requirements. Mo i ASC be deployed all together to achieve the maximal network
prove packet delivery reliability, for instance, lost patkcan performance. That said, the three components can also be de-
be retransmitted. But packet retransmission consumeg¥nepjoyed in an incremental manner while maintaining the bénefi

and not every sensornet application needs 100% packeedgelivof each individual component, as we will show in Section 4.
rate. Therefore, the number of retransmissions can be edlapt

to provide different end-to-end packet delivery rates w/hilini-

mizing the total number of packet transmissions [5]. To piev i P i i
differentiated timeliness guarantee on packet delivetgniey, 3 Appllcatlon adaptlve SChedu“ng
we can also introduce priority in transmission schedulinghs
that urgent packets have high priority of being transmifts].
Similarly, data streams from different applications camdeked
so that transmission scheduling ensures differentiatéde®nd
throughput to different applications [13].

Besides QoS-oriented scheduling, another example
application-adaptive scheduling is to schedule packestras-
sions according to the opportunities of in-network promess
Given a formed messaging structure, transmission schegduli
determines how data flows along the structure temporally agdl  Packet packing
thus the degree of in-network processing achievable. Te giv

example, let us look at Figure 3(a). Suppose node 4 detectsl@gensornets, an information unit (e.g., a report afterveme
detection) from each sensor is usually short (e.g., less ifa

bytes [5]), and the header overhead of each packet is relativ

0 0 high (e.g., up to 31 bytes at the MAC layer of IEEE 802.15.4).
= Fortunately, the maximum size of MAC payload is usually much
held longer than that of each information unit (e.g., 102 bytes pe
a a- MAC frame in 802.15.4). Therefore, the MAC frame format al-
= ‘\ = ‘\ lows for aggregating several short information units ingirale
OO OO

In this section, we study application-adaptive scheduiinthe
context of packet packing. We first discuss the concept and be
efits of packet packing (i.e., aggregating shorter pack#ts i
longer ones), then we design a scheduling algorithm that im-
proves the degree of in-network packet packing while satigf

plication-specific QoS requirements. We also discussae|
implementation issues.

MAC frame, which we refer to gsacket packingpereafter. Hav-
ing several information units share the overlfeaida packet (or
frame) transmission, packet packing reduces the amonized
(a) Before adaptation (b) After adaptation head of transmitting each information unit. Packet paclilsg
reduces the number of packets contending for channel gccess
Figure 3: Example of application-adaptive scheduling  hence it reduces the probability of packet collision andrionps
information delivery reliability, as we will show in Sectiat.
While aggregating short information units reduces the -over
?ad of transmitting each information unit, it increasedémgth
If node 1 immediately forwards the packet from node 4 after rg . packetg being transmitted. Given that packet delivety oda
Wireless link decreases as packet length increases, a &kgp

ceiving it, then the packet from node 4 cannot be aggregaitéd ng{h aggregated information units may be retransmittedanoé

that from node 3, since the packet from node 4 has already IE

event earlier than node 3 does. Then the detection packat er
node 4 can reach node 1 earlier than the packet from node

n, for reliable data delivery, than the short packetsauitrag-
node 1 when the packet from node 3 reaches node 1. On ﬁ gation. To understand whether packet packing is stilkbe

other hand, if node 1 is aware of the correlation betweengtack ial in the presence of lossy wireless links, therefore, aedto
from nodes 3 and 4, then node 1 can hold the packet from 4 after .

o - : understand whether the increased packet loss rate overshad
receiving it (as shown in Figure 3(b)). Accordingly, the keic ¢

from node 3 can meet with that from node 4, and these packgqg benefits .Of packet packing. To this end, we mathemaicall
. nalyze the issue as follows.

can be aggregated before being forwarded. o ) o )
In general, a node should consider both application Qg§a5|b|llt.y analysis. For the sall<e pf S|mpllq|ty, we assume in

requirements and the potential in-network processing whEHS Section that packet transmissions are independedtyan

scheduling data transmissions, so that application Qogineq Validate the benefit of packet packing in Section 4.2 where te

ments are better satisfied and the degree of in-network gsae poral correlations in packet transmissions are considek¥d

is improved. Given that in-network processing and QoS mequi

ments are application SpECifiC ASC needs to directly intaf 2The overhead includes not only the number of header bytesrtitted but also the

. X d X energy taken to wake up radios, since radios may well be inpower sleeping state in
with applications to fetch input on parameters such as Qeg-spsensornets.



also define the following notations: i

k=3
Iy : payload length of an unpacked packet, 10}/ Fk=6 i
i.e., the length of a single information unit; thiz v
p1 : delivery rate of an unpacked packet; 8- . _reference (R, = 1)
k : packingratio, i.e., the ratio of the payload .
length of a packed packet to that of an 9 P
unpacked packet; a
h : theratio of header length to payload length
in an unpacked packet; 2t
Co : overhead of transmitting a packet. T AT e e e e

Then, for a packed packet with packing ratidhe ratio of the S P,

overall length of the packed packet to that of an unpackelgiac
9 P P P o Figure 4:R;, = 4<%

is bl Thus, the delivery ratgy, of the packed packet can AC),
be calculated as follows:
Bl bRl kegh link reliability p; reflects the impact of channel fading and col-
pr=p " =pi" lision even in the case of multi-hop network3he analysis has

o not considered the benefits (e.g., fewer number of packét col
‘To reflect the overhead of transmitting a pack&t over a gjons) of reduced channel contention as a result of paclkit pa
wireless link, we define thamortized cos{AC) of transmitting ing (which reduces the number of packets contending formtlan
pkt as follows: access). We will study the impact of these factors by expemim
Co tation with real-world sensor nodes in Section 4.2.
ACpkt = l— X ETkat (1)

ENpkt

3.2 Packing-oriented scheduling

wherelen,, is the payload length ofkt, and ET X, is the . . . . . -
expected number of transmissions taken to successfuliyedel !n this section, we design a scheduling algorithm to famiit

pkt over the wireless link. Given that the expected number Jt:ﬁ'n%tvioiﬁ packett_pagklng.t ﬁccof'?% to th? a_nal)gsls in-Sec
transmissions to successfully deliver a packet with pagkatio lon 3.2, In€ amortized cost of packet fransmission deetcas

kis L, the amortized cost of transmitting a packet with packin%".e packing rat|o'|nc.r eases. Therefore, the objeqt|V(_e okipg-
ratio l’é, denoted byAC}, can be calculated as follows: riented scheduling is to schedule packet transmissiatsthat

as many short packets as possible are packed into long packet
Co 1 Co by which the amortized overhead of packet transmission-is re
ACy, = Kkl x p_k- = KlLpn duced. To reflect the overhead of a packet transmissipmwe
’ ' define theamortized costAC) of the transmission aﬁi where
Since an unpacked packet has a packing ratio of 1, the amdrtiZ ;. is the payload length of the packet being transmitted. Then,
cost of transmitting an unpacked packetli€’;, that is,l?—ol. we can define thatility of a scheduling action (i.e., transmit or
For a given packing rati#, the ratioR; of AC; to ACy re- hold a packet) as the expected reduction in the amortized cos
flects whether packet packing is beneficial, that is, packekp of packet transmissions in the network. Accordingly, wieeth
ing is beneficial if R, > 1. Precisely,R.k is calculated as fol- a short packet should be held at or be immediately transinitte

lows: from a node to its parent depends on the utility of locallydirog
Ry = Ay _ kp% the packet and the utility of transmitting the packet.
- ACK ! Since locally holding a packet increases the delay in delive

In a typical sensornet system [5, 6], the rdtiof header length 1" the packet, the scheduling algorithm should not holdakea
to that of a single information unit is around 3, and the pagki too long to violate the timeliness requirement of inforroatde-
ratio can be up td2. Forh = 3, Figure 4 showsk), as a func- livery specified by the application. Therefore, both thesdim
tion of p; andk, whenh = 3. From the figure, we can see thaf'€Ss requirement .of information deliyer_y apd applicatiaxffic
packet packing reduces the amortized cost of packet transrhiattern (e.g., spatial and temporal distributions of daiekpts)
sion as long as the link reliability is no less than 40%, wtigch affect packet transmission scheduling in a network. Sihee t
usually the case in practice (e.g., link reliability W% even in imeliness requirement and the traffic pattern vary from ape
heavily loaded sensornet systems [5, 6]). We also see thiak i pllcatlon_ to another and are usually unkr_10wr_1 beforeha_rmi, th
reliability is greater than 67%, the amortized cost of patiems- Scheduling algorithm should adapt to the timeliness regoent

mission always decreases as the packing ratio increasese spnd traffic pattern on the fIy.. N
link reliability is usually greater than 67% in practice, wan In what follows, we first discuss how to calculate the utkti

always try to maximize the packing ratio so that the amodtiz&®f holding and transmitting a packet in an application-anap

cost of paCket transmission is reduced. 3Note that the increased per-packet transmission time asudt ref increased packet

; H ; langth will not cause more collision, since the time taketramsmit a packet (e.g4 mil-
Remarks. The above analySlS focuses on a Smgle “nk’ blTl%tl,conds) is usually much less than the inter-packetvatge.g., usually at least a few

the observations easily carry over to multi-hop network&ei seconds).



manner, then we present a scheduling rule thatimproves#he o s; of these packets. Given that the expected inter-packevalte

all utility. is t;, the expected number of packets to be receivedvaithin
ty timeis ft—f Thus, the expected overall si& of the payload
3.2.1 Utility calculation to be received withirt ¢ time is calculated as follows:
For convenience, we define the following notations: S| = i_fsl
l
T e o ento G the spare spacg i e packep, e expected iz
transport a packet from nogeo its S, of the payload that can be packed intkt is calculated as
LR follows:
destination; . _ ty
p-j : the parent or next-hop of a nogeén the Si = min{S;, 55} = mm{gslv sf}h
routing tree; Therefore, the expected amortized calgt; of transporting
ETXy.j : expected number of transmissions taken to '

the packet to the destination after anticipated packingisue

transport a packet from nogeo p.j. lated as follows:

(For simplicity of presentation, we only consider the casere Co )

every packet needs to delivered to be the base station oarsen AC = mE TX.j

net [5]. The algorithm discussed in this paper is readilfliapp ] ]
ble to the case where there are multiple base stations.) where(L — sy) is the payload length qfkt before packing.

The utilities of holding and transmitting a packét ata node  Since the amortized costCy of transportingkt without the
j depend on the following parameters related to traffic paster a@nticipated packing is calculated as

o With respect tg itself and its children: Co
AC] = T ETX.j
t; : expected time to receive another pagkiet — 5
from a child or locally from an upper layer;  the utility U, of holdingpkt is calculated as follows:
s; : expected payload size pkt'.
U, = AC|-AC
e With respect to the parent gf = — G ____pTXj

(L=sp)(L=ss+51)
Comin{ #sl S5}

T
(L—Sf)(L—Sf+IIliIl{%Sth})

(2)

t, : expected time till the parent transmits another =
packetpkt” that does not contain information
units generated or forwarded hytself;

sp : expected payload size pkt”.

ETX.j

Utility of immediately transmitting a packet. If nodej trans-
mits the packepkt immediately to its parent.; when pkt is

The utilities of holding and transmitting a packgtt also de- not yet fully packed; pays the cost of transmitting a non-fully-

pend on the following constraints posed by application Qus Packed packet. Yet the payload carried;iiy can be used to
quirement and wireless communication: pack the packets thatj has received from its children other

e Grace period; for deliveringpkt: the maximum allowable thanj. Therefore, the utility ofi transmitting a non-fully-packed

latency in deliveringkt minus the expected time taken topacketplct comes from the expected reduction in the amortized

transporipkt from j to its destination without being held atcost of packet transmissions afj as a result of receiving the
payload thapkt carries.

any intermediate node along the route. When i tsnk th iod Obk ,
If t; < 0, pk should be transmitted immediately to mini- enj transmitspkt 10 p.j, the grace period obkt atp.j

. : is still ¢;, the expected number of packets that do not contain
mize the extra dellvery latency. i information units frony and can be packed wifi:t atp.;j is &

e Spare packet spaeg of pkt: the maximum allowable pay- " e my p. . pysg -
load length per packet minus the current payload length §ven the limited payload tha#:t carries, it may happen that not
pkt. all the packets to be transmittediaf get packed (to full) via the

Parameters; and the size of the packets coming nexpayload frompkt. Accordingly, the utilityU, of immediately
from an upper layer ator from j's children determine how transmittingpkt is calculated as follows:
much pkt will be packed and thus the potential utility of e If all the parent packets get packed to futh payload from

locally holdingpkt. pkt, i.e., i—ﬁ(L —s,) < L — sy
Then, the utilities of holding and transmitting a packeteak For each of such parent packet, the utility (or reduc-
culated as follows. tion in amortized cost) is calculated as follows:
Utility of holding a packet. When a node holds a packepkt, U = %ETX(PJ) _ %ETX.(p.j)

pkt can be packed with packets frojts children or from an
upper layer ayj. Therefore, the utility of holdingkt at j is the
expected reduction in the amortized cost of transmitikgafter
packingpkt. The utility depends on (a) the expected number of
packets thaj will receive withint time (either from a child or , tyo,  tyr Co(L —sp)
locally from an upper layer), and (b) the expected payload si Up = EU = ET

Co(L—sp .
= 70(5,@ )ETX.(p.j)

Then, the overall utilityV} is calculated as follows:

ETX.(p.j)  (3)



Where L is the expected number of packets that do not cofthat is,the packet should be immediately transmitted if the utility
tain mformatron units fronj and can be packed withkt. of immediate transmission is greater than that of locall{divg
e If not all the parent packets get packed to fuith payload the packet
from pkt, i.e.,i—i’(L —sp) > L — syt Remarks.  The framework designed for packing-oriented
In this case L SIJ number of packets are scheduling is readily applicable to other in-network psse
’ ing methods such as data compression, since the impact of in-
LL SfJ Co((L QP)ETX( j) (by Equation 3). In ad- network processing (no matter how it is achieved) can be mod-

di sp h kot that aet fiall ked eled by the concept aftility. Detailed discussion of this, how-
ition, there is a packet that gets partially packed vi ; ;

mod(L — sy, sp) length of payload fronpkt, and the corre- Bver, is beyond the scope of this paper.
sponding utility is (Lfsp)?zri?sﬁ;g&’z’l)sf,Sp))ETX-(p-j)

(by Equation 2). Therefore, the overall utility, is the

packed to full, and the corresponding utility is

3.2.3 Implementation

summation of the above two terms as follows: From the discussion in Section 3.2.1, a ngdeeeds to obtain
o (LL*SfJCO(L ) Comod(L—s 1 ,57) \x thefollowing parameters when calculating the utilitie®iofding
L L—sp spL (Z—sp)(L—spFmod L—sy,5p)) and transmitting a packet:
ETX.(p.j)

@ e On messaging structur&T X .5, p.j, andET X.5;

While immediately transmittingt to p.j brings with it the ~ ® On traffic patternt;, sy, #,,, s,, andL.
utility discussed above, immediate transmission paysdseé, Parameters related to messaging structure can be provided b
of transmitting a packet that is not full yet. According tetton- component TLR or AST depending on the software architecture
cept of amortized cost of packet transmissiopjs calculated as in @ given system platform. On parameters related to traétte p

follows: tern, j can estimate by itself the parametérsainds;, and L is
readily available and fixed for each specific platform. To en-

C, = CO ETXO ] — ETXo.j 5 able each nodg to obtain parameters, ands,, every nodek

- (L - )LETXo j (5)  in the network estimates the expected intetvain transmitting

two consecutive packets atitself and the expected sizek of
Therefore, the utilityl/, of immediately transmittingkt to these packets. Then, every nddshares with its neighbors the

p.j is calculated as follows: parameterg.k ands.k by piggybacking these information onto
data packets or other control packets in the network. When a
Ul -, if t_f(L —5,) < (L — sp) node; overhears parametern(p.;) ands (p.7) from |ts parent
Up = e (6) can approximate, ands,, with L 2:0Xtixs:(-3) 5
U” C, otherwise p-J.J PP €, ands, R G T

s.(p.j) respectively. The derivation is as follows.
whereU;, U,/

»» andC,, are defined in Equations 3, 4, and 5 reApproximation ot,, ands,: Since information units generated
spectrvely or forwarded by the children of nogej are treated in the same
manner (without considering where they are from), the etquec
size of the packet being transmitted by does not depend on
whether the packet contains information units generatedrer
To reduce the amortized cost of packet transmission, thecebjwarded byj. Thus,j can simply regard.(p.j) ass,, the ex-
tive of packing-oriented scheduling is to maximize theitytibf ~—pected size of the packet transmittediby that does not contain
transmission scheduling (including the utilities of tramiging information units coming fromj.
and holding packets). Since we mainly focus on demonsgatin Now we derivet,, as follows. Since the amount of payload
the feasibility and benefits of application-adaptivity iressag- transmitted byp.j per unit time is;—— (1 5 s.(p-j) and the amount

ing in this paper, we only study a greedy algorithm where eagl payload transmitted byis ;L s.j per unit time, the amount of
node tries to maximize the local utility of scheduling eaelsket  payloadi, that are transmitted byj but are not frony per unit
transmission, and we relegate the design of globally optiha time is calculated ad;, = = EP J; . Thus, the expected rate
4 t.(p.j
gogtl\r;‘rar:1 a}; aagék‘gt?(];%lg;léthuersglve)c;l;or transmission, if the pro r, thatp.j transmits packets that do not contaln information units
p P tﬁ%m] is calculated ast, = 1,/s.(p.j) = o

< . t. (p 7)) tgxs.(pg)”
?;“%;Tlatthtzzs agléte;ésultmgje? ]La;?éy;;?gj;gtggzgfglowif — Therefore, the expected intervglbetweerp.j transmitting two
P et consecutive packets that do not contain information unisf;

; v o 1 _ _ t(pg)xtgxs.(p.g)
U(Py) = PxUp+(1-P)U @) is as follows:t, = Ty tjxs.(pi)—t.(pj)xsg" -
= Ul-i-Pt(Up—Ul)

3.2.2 Scheduling rule

whereU, and U, are the utilities of immediately transmitting }
and locally holding the packet respectively. To maximize, 4 Performance evaluation

should be set according to the following rule: . . ) o
We have implemented packing-oriented scheduling in TinyOS

1 ifUu, > U [1]. The implementation takes 40 bytes of RAM (plus the mem-
b= 0 otherwrse ory required for regular packet buffers) and 4,814 bytes@WR



To evaluate the performance of packing-oriented scheglulve tency in delivering information units is 10 seconds [5, 6hen
use the routing component MintRoute [43] that is readilyilavawe study the impact that the maximum allowable information
able in TinyOS to form the routing structure. We are currentidelivery latency and payload length have on the performahce
implementing the routing protoctkarn on the FIYLOF) [46] intelliPacking. (We have also studied the impact of traffiad,

in TinyOS, to provide the service for traffic-adaptive linktie and we found that increased traffic load has similar effetihats
mation and routing (TLR). Packing-oriented schedulingeisd- of increased allowable information delivery latency.)

ily interoperable with LOF, but the detailed study is beydnel A typical scenario. For the scenario where the maximum pay-

scope of this paper. load length is 102 bytes and the maximum allowable informa-

To understand the benefits of application-adaptive packgjn delivery latency is 10 seconds, Figure 5 shows the piagcki
packing, we implement and compare the performance of the fol

lowing messaging methods:

e noPacking packets are delivered without being packed in
the network. L5

e simplePacking packets are packed if they are in the same
gueue, but there is not packing-oriented scheduling.

e intelliPacking schedule packet transmissions so that pack- 05
ets are packed as much as possible while satisfying appli-
cation requirement on the timeliness of information deliv- 0 oPacking _simplePacking intelliPacking
ery, i.e., employ packing-oriented scheduling as disalisse
in Section 3.2). Figure 5: Packing ratio

In evaluating messaging performance, we consider the dase o

convergecast where every information unit is transported t ratio in the three messaging methods. The packing ratio is 1,
singe destination — the base station which acts as the awerf1.02, and 1.63 for noPacking, simplePacking, and intetkPa
between a sensornet and the rest of the world. For each metling respectively. We can see that, compared with simpleRgck

its performance is evaluated according to the followingriogt intelliPacking significantly improves the packing ratiohis is

e Packing ratio the average number of information unitecause intelliPacking dynamically estimates trafficgratand
within each transmitted packet. schedules packet transmissions so that the degree ofweret

e Energy efficiencythe number of packet transmissions anBacket packing is improved.
receptions required to deliver a single information unit to AS a result of the improved in-network packet packing, intel
the base station. liPacking also improves energy efficiency in deliveringpirma-

o Information delivery reliability the ratio of the number of 10N, as shown in Figure 6 Compared with noPacking, intelli-
unique information units received at the base station to the
number of unique information units generated in the net-
work.

(Note: we do not compare the information delivery latency
among the aforementioned messaging methods since they-all s
isfy the timeliness requirement specified by the appliceltyer

in our study.)

In what follows, we first evaluate the performance of différe .
messaging methods via simulation. Then we evaluate their pe noPacking  simplePacking inteliiPacking
formance via experimentation with Tmote Sky sensor nodes [2 (2) Number of transmissions
to corroborate our observations in simulation.

Packing ratio
[

o]

(o2}

Number of transmissions
N S

[o2]

143

4.1 Simulation study

i

We use the simulator TOSSIM [24] that comes with TinyOS. In

the simulation, 100 nodes are deployed in a<10 grid where

each node can reliably communicate with nodes 3 grid-hops

away. The traffic pattern is such that the base station is @t on O oPacking ~simplePacking intelliPacking

corner of the grid, and nodes in the farthegsubgrid from the (b) Number of receptions

base station periodically generate information unitshutie in-

terval between two consecutive information units uniforaiis-  Figure 6: Average number of transmissions and receptions pe

tributed between 5 seconds and 15 seconds. The length of eggbrmation unit received

information unit is 16 bytes, including information suchthe

node ID and timestamp at the source. Packing reduces the average number of transmissions agjtrec
In the simulation, we first study a typical scenario where th@ns required for delivering an information unit by a factd

maximum payload length is 102 bytes, and the application Q@33 and 2.35 respectively; compared with simplePackirtgl-i

requirement is specified such that the maximum allowable [EPacking also reduces the average number of transmisaiwhs

Number of receptions
N w

[




receptions required for delivering an information unit bfaetor
of 1.59 and 1.56 respectively.

Since intelliPacking reduces the number of packet transmis
sions, it reduces the degree of channel contention in thveomkt
and thus improves reliability in delivering informatiors, shown
in Figure 7 which presents the network-wide average inferma

[o2]
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Figure 7: Information delivery reliability

tion delivery reliability, as well as the average reliatyilhased on
the distance (measured in grid-hops) from the source todake b
station. Compared with noPacking and simplePacking, lintel
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Figure 9: Average number of transmissions and receptions pe
information unit received

messaging reliability increases by a factor up to 3% as thech
nel contention decreases due to increased packing ratis.iSTh
shown in Figure 10.

Packing improves reliability by 8.98% and 1.87% respedfive
(We will see a little bit later that the improvement in infoaition
delivery reliability is even much higher in real-world harare

based experiments.)

Impact of maximum allowable latency. To study the impact of
application properties on intelliPacking, we vary the nmaxim
allowable latency in information delivery from 3 second2®
seconds and measure the corresponding performance di intel

Packing.

Figure 8 shows how the packing ratio increases as the max-

Packing ratio
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Figure 8: Packing ratio
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Figure 10: Information delivery reliability

Impact of maximum payload length. Since the maximum
packet payload length determines the maximum number of in-
formation units that can be packed into a single packetfecss

the degree of in-network packet packing. Setting the marimu
information delivery latency to the typical value of 10 seds,

imum allowable information delivery latency increases. tAs we vary the maximum payload length from 40 bytes to 104 bytes

allowable latency increases from 5 seconds to 25 secones, dmd measure the corresponding performance of intelliRgcki

packing ratio increases from 1.09 to 3.17 and by a factor®f 2. Figures 11, 12, and 13 present the data on packing ratioggner
As the packing ratio increases, the energy efficiency irsaea efficiency, and reliability respectively. From these figgjreve

by a factor up to 3.27, as shown in Figure 9. In the mean tinee, thee that increased maximum payload length improves the over
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all network performance, even though the improvement is not
prominent given the tight information delivery latency (alnin

turns bounds from above the packing ratio). Note that, when
the maximum payload length is 40 bytes, each packet can carry
at most 2 information units, and a packet is immediatelygran
mitted or forwarded after each packing. As a result, congbare
with scenarios of longer payload length, packet transmoissi

are more bursty (and less spread temporally) when the maimu
payload length is 40 bytes, and thus the messaging retialsli
relatively lower.

Having studied the benefits and the influence factors of
application-adaptive in-network packet packing in sintiola
we corroborate our findings via experimentation in the nakt s
section.

4.2 Experimental study

To understand the performance of the different messagirig-me
ods in real-world environment, we evaluate their perforogan
via experimentation with Tmote Sky sensor nodes. These sen-
sor nodes use CC2420 radios which are compatible with IEEE
802.15.4 standard. We deploy 18 Tmote Sky sensor nodes in a
3x6 grid, with every two closest nodes separated by 1.5 feet.
The sensor grid is placed in an office environment as shown in
Figure 14. By experimenting with real-world radios and envi

Figure 14: Tmote Sky sensor node grid

ronment, we can capture the impact of channel fading and-chan
nel contention, as well as the impact of temporal link préipsr
(which did not discuss in Section 3.1).

We set the transmission power level of the sensor nodes to be
2 (out of a range from 1 to 31) such that every node can reliably
communicates with its immediate grid-neighbors. Simitattte
typical scenario studied in simulation, the base statiat @ne
corner of the grid, and nodes in the farthest3subgrid from
the base station periodically generate information umiit) the
inter-unit interval uniformly distributed between 5 sedsrand
15 seconds. The length of each information unit is 16 bytes,
the maximum payload length is 102 bytes, and the maximum
allowable information delivery latency is 10 seconds.

Figure 18 shows the packing ratio in different messaging
methods. Compared with noPacking and simplePacking - intel
liPacking improves the packing ratio by a factor of 5.25 artd 3
respectively.

Accordingly, intelliPacking significantly improves theaqgy
efficiency, as shown in Figure 19. Compared with noPackirg an
simplePacking, intelliPacking reduces the number of trdss
sions required for delivering an information unit by a factd
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information unit received

Figure 16: Average number of transmissions and receptiens p

information unit received 3.07 and 1.71 respectively, and intelliPacking reducesthme-

ber of receptions per information unit received by a fact®.22
and 1.85 respectively.

Because intelliPacking reduces the number of packet trisasm
sions in the network, it reduces the degree of channel ctiaten
Accordingly, it improves messaging reliability as showrFig-
ure 17. Compared with noPacking and simplePacking, intelli
Packing improves the average messaging reliability by 2%.9
and 12.77% respectively.

From the above study, we see that the experiments corr@orat

=
o
o

o)
o

r o
o o

N
o

Information delivery reliability (%)

noPacking  simplePacking intelliPacking our observations in simulation, even strengthening themas
(@) End-to-end tions by showing higher degree of improvementin packinigprat
% —o— energy efficiency, and information delivery reliability.
gso o o
S 5 Related work
; ? nopacking In the Internet, the concepts of Application Oriented Netwo
g% & omepacn ing (AON) [3] and Application-driven Networking [19, 15] e
3 B 5§ 7 been being explored to enable coordination among dispapate
(b) Distance-based plications, to enforce application-specific policies, moprove
visibility of information flow, and to enhance applicatiopts
Figure 17: Information delivery reliability mization and QoS. While these concepts are generic enough to

be applied to wireless sensor networks, the techniquesoyeg!
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in and the problems faced by the Internet are quite diffdremt  efficient and robust in-network aggregation for query pssisy
those in sensor networks, due to the differences in botmtdoh have also been proposed in [29] and [32]. Nonetheless jmxist
gies and application domains. For instance, the extrenoeires work in sensornet query processing has not focused on the QoS
(e.g., computation, communication, and energy) conggare requirement of different applications, nor did they focustbe
unigue to sensor networks and are not the major issues in tfeneric application-adaptive messaging in sensornets.

Internet. Unlike query-oriented data modeling and data processimg, a

For customized resource provisioning to different applicather aspectin modeling data in sensor networks is to imgedst
tions, Darwin [7] has been proposed for run-time resource-mahe correlation among them and then take advantage of the-cor
agement in the Internet. To match application requiremtntslation in reducing the cost of data collection [23, 34, 33].this
communication protocols, DANCE [36] has been proposed &nd, [23], [34], and [33] studied the problem of finding thethe
provide a service-oriented view to communication servitass aggregation tree given the data sources and the correkdtion
to avoid the inflexibility that results from a fixed bindingtiveen ture between the data sources. Our work complements [28], [3
an application and a specific protocol stack. Active networkand [33] by not assuming the knowledge of data sources aird the
[38] have also been proposed to enable functionalities sischcorrelations, such that the algorithms are more geneyiaglbli-
application-specific multicast, information fusion, antier ser- cable. Also, we study the general architecture for appticat
vices leveraging network-based computing and storage.- Sedaptive messaging, which is not the focus of the above work.
sornet protocol SP [35] provides a unifying link layer abstr [14] studied scheduling issues in structure-free dataexggion,
tion for sensornets. Focusing on the interface betweendink which is complementary to our focus on structure based mgessa
higher layers, SP is complementary to our focus on apptioati ing.
adaptivity and higher layer architecture issues. Whilg [85 As a simple form of data aggregation, packet packing has also
cuses on designing the single narrow waist to support adlskaf been studied in [20] and [47], where several short packets ar
higher layer protocols, it is not our purpose to argue thextdtex- packed into a long data packet if they meet at some node. As
ists a single higher layer messaging architecture. Yet ieyse they focus on the impact dfimplePackinghowever, [20] and
it is still desirable to identify the common architecturetgpical [47] did not study the problem of adapting packing policies t
communication patterns (e.g., convergecast and brogdeast application QoS requirements. Nagle’s algorithm [16] isoal
our work in this paper focuses on the architecture for apfibn- used in TCP to pack short data segments into longer oned, but i
adaptive messaging from the perspective of convergecast. was not designed to be application-adaptive either.

Woo et al [42] discussed networking support for query pro-
cessing in sensor networks. Issues such as query-orieméd r
ing, efficient rendezvous for storage and correlation, amid u
fied in-network system have been discussed. While focusing 8 Concluding remarks
query processing, [42] does not concentrate on the arthitdc
and algorithmic issues to support a broader range of apiglica
such as distributed signal processing and computing.

To adapt communication protocols to changing network co
ditions and application requirements, Impala [27] usedpida
tion Finite State Machine (AFSM) to control the adaptatidn
communication protocols. To provide application-spedicS
in ubiquitous environments, Nahrstedt et 1] proposed a
framework for QoS specification and compilation, QoS setu
and QoS adaptation. Our work complements those in [27] a
[31] by focusing on issues such as application-adaptikedsti-
mation, structuring, and scheduling which are autonomatis w
out human in the loop.

Mechanisms have been proposed in [9] and [26] for dire
ing data queries to where information is via informatioredied
routing. [46] has proposed using data traffic itself to eatan
wireless link qualities so that routes can be chosen acugtdi
the changing network conditions when applications cha@gs.
work complements [26] and [46] by considering the architeadt
issues in application-adaptive messaging as well as tlogitidg i i ) .
mic issues in application-adaptive structuring and schieglu other m-petvyork processing methods (e.g., qurmaﬂcmdu)

Query processing in sensornets has drawn a lot of attergion ?nd application requirements (e.g., packet delivery béitg),

cently [28, 44, 29, 32, 12, 11, 25, 17]. TinyDB [28] and Couga&?nd by studying the effectiveness of SMA for typical communi

[44] are two exemplary sensornet database systems which _crgt_lon patt_erns gnd appllcanon_scenarlos in sensorneﬁsthér_
portant issue in sensornets is power management, and it ha

gard data collection as a database query process and thign adgPor ooEE T . .
mechanisms (such as semantic query forwarding and in-metwsignificant implications to the design of sensornet archite

aggregation) to execute the query efficiently. Mechanisons fand algorithms. Detailed study of this aspect is a part ofihe
ture work too.

We have identified the common components of application-
ﬁplaptive messaging in sensornets, and accordingly prd@ose
architecture SMA that adopts two levels of abstractionffitra
fdaptive link estimation and routing at the lower level, and
application-adaptive structuring and scheduling at thghéui
level. Taking packet packing as an example of in-network
rocessing, we studied application-adaptive schedulinde-

{l. Based on the concept stheduling utility the algorithmic
framework for packing-oriented scheduling is genericalbpli-
cable to other in-network processing methods. Throughlsimu
tion and experimentation, we have shown that our design im-
dyroves both the energy efficiency and the reliability in senst

messaging.

While we have validated SMA and application-adaptive
scheduling from the perspective of packet packing, we belie
our effort is only the first step toward the unified architeetu
for application-adaptive messaging in sensornets. Asicpl
tions evolve, we hope to enrich our design by taking into aato
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