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Abstract

In this paper, we present a method that uses a point vor-
tex method to produce swirling-like effects in an im-
age plane. Two-dimensional incompressible inviscid
Navier-Stokes equations are formulated in terms of vortic-
ity, which measures local rotation of a fluid. Because fluid
vorticity is localized to specific regions of the flow, the vor-
ticity formulation reduces the mathematical description to
its essential components. Thus, vorticity formulation pro-
vides an intuitive control for swirling effects. Then, the
Vortex-In-Cell(VIC) scheme is used to solve the equations
numerically. In methods based on the VIC schemes, the vor-
ticity field is approximated by vortex particles (or vor-
ticles in our terminology), and a computational grid is
used for the fast computation of the velocity field popu-
lated with vorticles. This particle-based hybrid approach
provides inherent adaptivity and flexible control for com-
puter graphics applications. We demonstrate the effi-
cacy of our method to produce realistic swirling animations
from images.

1. Introduction

Swirling motion as typified by a vortex, is the most dis-
tinct among fluid motion. In this paper, we introduce an
effective method to produce and control swirling effects.
Fluid effects are often used in the electronic game and film
industry. The fluid effects currently sought by the game and
film industry are increasingly more sophisticated and their
realization in software has been quite demanding. Depict-
ing various fluid effects thus has been a very challenging
problem for computer graphics. In practice, particle-based
methods and procedural noise-based methods have been the
major techniques employed to generate flow effects largely
due to their relative ease-of-control and inherent interactiv-
ity [6, 11, 14, 16, 17, 20, 22]. However, particle-based meth-
ods are limited in the kind of realism that can be achieved.
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They require a large amount of effort by skilled animators
to generate the desired effects.

For the past few years, many techniques from the Com-
putational Fluid Dynamics (CFD) community have been ap-
plied towards the visual simulation of fluid to generate re-
alistic computer generated fluid animations [7–9, 15, 23].
Many of these techniques rely on the Navier-Stokes equa-
tions. These formulations define the physical laws which
govern the motion of an incompressible Newtonian fluid.
However, only the traditional velocity formulation has been
used so far by researchers in computer graphics. Often
ignored is the vorticity formulation of the Navier-Stokes
equations which we employ in this paper. We use vortex
methods which are based on the Lagrangian description of
the vorticity transportation equation and the approximation
of the vorticity field using vortex particles with compact
support.

With vortex methods one can create images shown in
Figure 4, 5, and 6. It is relatively easy to use vortex meth-
ods to achieve the effects depicted in those images. The es-
sential aspect of vortex methods is the focus on point-wise
vorticity of a flow field. One reason why vortices are im-
portant in fluid motion is that they are often the sources for
an incompressible flow field in the domain. Therefore, the
time evolution of vorticities dictates the essential physics of
the unfolding flow. The situation is analogous to the gravi-
tational field induced by the planets. Mass is often concen-
trated in comparatively few places, and it is easier to focus
on the evolution of the planets rather than the evolving grav-
itational field. As a result, computational resources are ex-
pended most in regions of greatest physical interest by fo-
cusing on the evolution of vortices. [10] In vortex meth-
ods, an incompressible flow field can be thought of in terms
of the mutual interaction of vortex elements (action-at-a-
distance model), rather than in terms of the velocity field it-
self (field model) [3]. Thus, a continuous vortex field is ini-
tially represented by vortex particles or vorticles and then
the vortex field is iteratively computed to evolve the parti-
cles. Nonlinear advection terms replaced with a set of or-
dinary differential equations for the trajectories of the La-
grangian elements, result in robust schemes with minimal
numerical dissipation. However, one drawback of vortex
methods is the heavy computational burden towards the de-
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Figure 1. Overview of Swirling Animation

termination of the velocity field of Lagrangian particles. To
mitigate the computational expense of vortex methods, we
adopt the Vortex-In-Cell (VIC) scheme. This scheme is one
of the hybrid vortex methods proposed by Christiansen [3].
In VIC schemes, an Eulerian scheme is used for the efficient
computation of the particle velocities in regular bounded
domains. The VIC method possesses the following advan-
tages for computer graphics applications:

• It can generate very complex effects with small com-
puting resources.

• It is robust and fast without constraint in the time step
for integration.

• It is based on a particle system and hence it can be eas-
ily integrated with other particle effects.

• It is very amenable to user interaction.

An overview of our swirling image animation system is
shown in Figure 1. The computational grid with the initial
vorticles is created from input mapping images. Then, the
swirling motion is produced by our implementation of vor-
tex simulation. Finally, every frame image is post-processed
either to alleviate aliasing effects or to add other image ef-
fects. Many of the resulting images yield compelling effects
through very little effort.

Our contributions in this paper include:

1. We propose a physics-based animation system to gen-
erate swirling effects in a given image.

2. We introduce a useful formulation of the Navier-
Stokes to the graphics community.

3. We show how vortex methods are effectively used to
produce complex effects with minimum effort.

4. Additionally, we provide simple interfaces in the form
of user-defined image maps to control the resulting ef-
fects. Various image attributes are mapped onto vari-
ous vortex particle properties.

In Section 2 we describe relevant previous work on pro-
ducing fluid effects on images. Then, in section 3 we de-
scribe the vorticity formulation of Navier-Stokes equations
and VIC method. The details of implementation are pro-
vided in Section 4. We present the results of applying our
methods to produce various swirling effects in Section 5.
In Section 6 we provide discussion including the possibil-
ity of future work.

2. Related Work

We describe pertinent work that has fluid effects and an-
imation as its main goal. Particle system has been the pop-
ular procedural techniques for fluid effects [20, 22]. Other
work has attempted to blend physics-based techniques with
procedural or texture-based methods. Lamorlette and Fos-
ter [11] proposed a technique that produces realistic synthe-
sis and animation of flames. Their technique uses physics-
based wind fields and Kolmogorov turbulence noise. Sim-
ilarly, Neyret [14] presented an animated fluid texturing
scheme that achieves continuity in space and time and pre-
serves various statistical properties of the given texture.
Multiple layers of procedural textures are adaptively ad-
vected in a fluid simulation. Then, the multiple textures are
blended in frequency space. Finally, small-scale turbulence-
like effects are created by adding appropriate procedural
noise.

There are techniques that are inspired by flow properties
or are completely based on methods from CFD. The work



by Wejchert and Haumann [25] belongs to the former class.
The motion of objects in fluid flows are simulated with a set
of flow field primitives and boundary layer fluid dynamics
around objects. There are two classes of CFD-based sim-
ulation techniques used in computer graphics. In the re-
cent past, Eulerian or semi-Lagrangian grid-based meth-
ods have successfully used to achieve fluid effects for im-
ages [24, 26], rising smoke [8, 23], water motion [7, 9],
fire [15], and melting [2]. Witting [26] used compress-
ible fluid formulation derived for a meteorology application
to produce two dimensional fluid effects for traditionally-
animated films. He also proposed the use of images to con-
trol initial conditions for the simulation. However, the con-
trol of the simulation is complicated given the large number
of parameters employed. In addition, the method has suf-
fered from a severe limitation: the time step often required
is very small for the advection phase. The resulting compu-
tational expense is often a major drawback of many grid-
based methods. Stam’s stable fluids method is arguably one
of the most popular grid-based techniques for graphics ap-
plication. It provides a fast and stable solution using semi-
implicit numerical scheme at the cost of accuracy. However,
the method inherently suffers large numerical dissipation
even though Fedkiw et al. [8] proposed the vorticity con-
finement method to compensate the dissipation by adding
artificial vortical force.

Recently, Lagrangian particle-based methods were pro-
posed for interactive fluid animation. Müller et al. [13] pro-
posed an interactive method technique based on smoothed
particle hydrodynamics (SPH) to simulate fluids with free
surfaces. Premoz̆e et al. [18] used the moving particle semi-
implict method which is also a Lagrangian method. Al-
though these methods are very similar to vortex methods
in terms of numerical schemes employed, they solve the ve-
locity formulation of the Navier-Stokes equations. Vortex
methods on the other hand can be very effective for turbu-
lent flow and achieving swirling effects.

The vortex method originated from the work of Rosen-
head [21], who evaluated various two-dimensional flows
using approximations to the vorticity equations. Restricted
by then available computational tools and computer hard-
ware, these methods were often used as numerical models
and provided qualitative comparison for solutions of grid-
based methods. However, the development of new compu-
tational tools and easy availability of powerful hardware has
allowed vortex methods to be integrated with many con-
ventional grid-based schemes. As a result, vortex methods
are emerging as one of the important methods for the com-
putation of incompressible flows. A useful comparison be-
tween grid- and vortex-based methods is provided by Cot-
tet et al. [5]. Vortex methods provide several advantages for
computer graphics researchers. They are naturally adapted
to complex geometries. In addition, they are free of non-

linear convection-related stability conditions, which permits
the use of large time steps. Furthermore, one can obtain sub-
stantial savings in computational expense over grid-based
solvers for a given accuracy. These factors make vortex-
based methods better numerical schemes for interactive vi-
sual fluid simulation. We will leverage these features of vor-
tex methods to achieve realistic swirling motion in the im-
age plane in this paper.

3. Vortex methods

First, we briefly introduce vorticity formulation of the
incompressible and inviscid flow in two dimensions. Then,
the VIC numerical scheme is described. The VIC scheme is
used to numerically compute the solutions of the vorticity
equations. More details can be found in [1, 4, 10]. It should
be noted that 2D formulations and solutions suffice for our
problem. Our main goal is to produce swirling animations
that are initially described on an image grid.

3.1. Vorticity formulation

The Navier-Stokes equations for an incompressible, vis-
cous flow are

ρ
Du
Dt

= −∇P + µ∇2u, (1)

∇ · u = 0, (2)

where u is fluid velocity, P is pressure, ρ is density, µ is
viscosity, and (D/Dt) is the material derivative

D

Dt
=

∂

∂t
+ u∇ · . (3)

The material derivative is interpreted as the time rate of
change of a quantity such as temperature or velocity of a
material particle. Eq. 1 is an expression of the momentum
conservation, while Eq. 2 states the conservation of mass
[12].

We define the vorticity vector ω:

ω = ∇× u, (4)

By applying the curl operation of Eq. 1, together with a few
vector identities, we can get the vorticity transport equation
or in essence the vorticity formulation of Eq. 1:

ρ
Dω

Dt
= ρω · ∇u + µ∇2ω. (5)

Eq. 5 states that the material derivative Dω
Dt of vortic-

ity depends on two terms: the rate of deforming vortex lines
ρω · ∇u and the net rate of vorticity diffusion µ∇2ω. Note
that the pressure and the associated divergence-free con-
straint on the velocity have disappeared.



The vorticity equation 5 can be even further simplified
for an incompressible and inviscid flow in two dimensions.
In the case of two-dimensional flows, the vorticity vector ω
is normal to the velocity u and the vortex stretching term
ρω · ∇u vanishes. The vorticity diffusion term µ∇2ω dis-
appears for all inviscid flows. Hence, we obtain the follow-
ing equation

Dω

Dt
= 0 (6)

for our problem. Note that the vorticity can be treated as a
scalar variable in 2D since it can only possess two direc-
tions.

The fluid velocity u can be recovered from the vorticity
using the following Poisson equation and velocity-stream
function equation

∇2ψ = −ω, (7)

u = ∇× ψ, (8)

where ψ is the stream function which is normal to the plane
of motion. This formulation states that the essential physics
of the unfolding flow can be described as the time evolution
of the vorticity.

3.2. VIC method

We now explain the VIC method to solve the vorticity
transportation equations numerically. In vortex methods, the
vorticity field is approximated by the distribution of vorti-
cles with compact support. To solve the equations, the posi-
tion of vorticles is updated by particle trajectory equations.
Then, the vorticity of every particle is updated by the vortic-
ity transport equation 5. This Lagrangian approach makes
vortex methods robust schemes with minimum dissipation
because the problematic nonlinear advection terms are re-
placed by a set of ordinary differential equations. How-
ever, one disadvantage of vortex methods is that the cost of
directly computing the vorticity resulting from N vortices
is O(N2). One solution is afforded by hybrid numerical
methods that combine vortex methods with Eulerian grid-
based schemes. One of the hybrid vortex methods is VIC
or Vortex-In-Cell, which was proposed by Christiansen [3].
In the VIC calculations, an Eulerian grid is used in order to
compute efficiently the velocity field on the Lagrangian par-
ticles. Vorticles are advected by the velocity field. The vor-
ticities of particles are projected on to grid points, and the
velocity field is obtained by solving an Poisson’s equation
on the grid. VIC is simple and easy to implement. In addi-
tion, it is fast and accurate enough for visual simulations.

Now, we further describe in detail the VIC method. We
denote by the subscript g the grid points and by the sub-
script p the particle points. Let xg = (i, j) be the grid points
and xp = (x, y) the positions of particles with vorticity val-
ues ωp. Further, let h denote the uniform spacing of the gird.

i, j i+1, j

i+1, j+1i, j+1

Vortex particle

Grid point

Figure 2. Interpolation between particle and
grid points

The vorticity ωg is obtained from the following assignment:

ωg =
∑

p

ωpφg(xp)φg(yp) (9)

φg(x) = φ

(
x− xg

h

)
(10)

where φ(x) is the tent filter:

φ(x) =
{

1 − |x| if 0 ≤ x < 1
0 if 1 ≤ x

(11)

This method assumes each vorticle to possesses uniform
vorticity within a unit square such that the corresponding
unit amount of vorticity can be credited to surrounding
mesh points through a process of the bilinear interpolation.
Conversely, the interpolation of a grid quantity onto parti-
cles can be achieved through

ωp =
∑

g

ωgφg(xp)φg(yp). (12)

Figure 2 shows how a particle and its neighbor grid
points interact by the assignment Eq. 10 and the interpo-
lation Eq. 12. Thus, the algorithm at every time step is out-
lined as follows:

1. Assign vorticity to each grid point by summing the in-
dividual vorticity contribution from every vorticle us-
ing Eq. 10.

2. Solve Eq. 7 to get the stream function ψ.

3. Compute the velocity field u by differentiating Eq. 8.

4. Interpolate velocity values from the grid to the parti-
cles using Eq. 12.

5. Move or advect all the particles by solving the follow-
ing system of ordinary differential equations

dxp

dt
= u (13)



4. Implementation

Two important aspects for all direct numerical simula-
tion methods include numerical discretization and the initial
condition. We explain the numerical discretization methods
used in our implementation of the VIC method. Later, we
describe our methods to initialize the vorticles. Finally, we
describe the rendering of particles.

4.1. Numerical discretization

Numerical discretization is needed in VIC meth-
ods in three distinct calculations. First, the Poisson equa-
tion 7 must be solved to obtain the stream function. We
use the standard five-point finite difference approxima-
tion to achieve our goal:

ψi+1,j − 2ψi,j + ψi−1,j

h2
+
ψi,j+1 − 2ψi,j + ψi,j−1

h2

= −ωij .
(14)

The software library Fishpack is used to solve this equa-
tion with either periodic or constant boundary conditions
for the stream function. Second, we use the central differ-
ence scheme to compute the velocity using Eq. 8:

u[x]i,j =
ψi,j+1 − ψi,j−1

2h
u[y]i,j = −ψi+1,j − ψi−1,j

2h
.

(15)

The same boundary conditions for the stream func-
tion is used for the velocity computation. Finally, to com-
pute the particle trajectories (as derived from Eq.13),
the leapfrog scheme is used. One should note that posi-
tions and vorticity fields are defined at integral time levels
(t = 0, dt, 2dt . . .) and velocities are defined at half-integral
time levels (t = 1

2dt,
3
2dt . . .). The leapfrog difference ap-

proximation to Eq. 13 is:

xn+1
i,j = xn

i,j + u[x]n+1/2
i,j dt

yn+1
i,j = yn

i,j + u[y]n+1/2
i,j dt.

(16)

However, we found that the Euler approximation [19] to
produce almost the same result that the leapfrog approxi-
mation scheme with much faster speed. Hence, we use the
Euler scheme in practice.

4.2. Particle initialization

Every vorticle has a color attribute so that color value is
advected along the vorticle. The initial vortex particle dis-
tribution is determined by three input image maps: particle,
color, and polarity. The particle map determines the posi-
tions and the vorticities of particles. The color map is used

to assign color attributes to the particles, and the polarity
map is used to set the sign of the vorticity attribute of the
particle. Nx ×Ny computational grid is created from input
particle map of the same size. Then, (Nx−1)×(Ny−1) vor-
ticles are evenly distributed in the center position of the grid
with the given stride size.(See Figure 3) The colors and vor-
ticities of the particles are determined from the pixel of the
particle map image in the same position. We use the follow-
ing simple rules to decide the sign of vorticity from a pixel
value provided that the range of each color channel of the
pixel is between 0 and 1:

• If the intensity of the pixel is greater than a given
threshold value, vorticity is positive. Otherwise, vor-
ticity is negative.

• Vorticity is positive at a pixel if the red channel of pixel
intensity is non-zero. Otherwise, it is negative if blue
channel is non-zero.

By using separate map images for the attributes, more
flexible control can be achieved. For example, one image
can serve as the source vortex distribution to swirl another
image that is provided as a input color map as shown in the
fourth row of Figure 4.

h

Vortex particle

Grid point

h

Figure 3. Particle initialization on the compu-
tational grid

4.3. Particle rendering and post-processing

A vorticle is rendered as a square pixel primitive with
user specified size. Pixel size 2 produces good results in
most cases. However, the method suffers an aliasing prob-
lem because the initial regular particle mesh structure be-
come distorted as they evolve. We can employ a more ad-



vanced rendering scheme like splatting to correct this prob-
lem. Instead, we choose to apply a post-processing filter to
the improve the simulated results if needed. In this way,
we achieve better performance to allow interactive simu-
lations. Furthermore, this gives users greater flexibility in
adding other effects to the results. In practice, a median fil-
ter is quite useful to reduce the aliasing of unstructured im-
ages such as a glowing fire or flowing water. We found the
results are better without filtering for images derived from
paintings since filtering often smoothes the details out.

5. Results

We use the Euler method instead of the leapfrog scheme
for all the results reported in this Section because it is twice
as efficient as the leapfrog scheme and produces similar vi-
sual results. Constant boundary conditions along both the
x and y directions is used for all the results. The simula-
tion speed is roughly 10 fps for 65000 vorticles. A pixel of
size 2 is used to reduce aliasing effects for the results. We
used a PC system with Intel Xeon 2GHz processor and 1
GB Ram to generate our results.

Figure 4 shows how the input mapping images work. The
first column is an input particle map image for each simula-
tion. The particle map is used to determine the initial vorti-
cle attributes: position and vorticity. The blue and red color
denotes the positive vorticity(counter-clockwise rotation)
and the negative vorticity(clockwise rotation)respectively.
The color map image that is advected by the input particle
image is in the second column. In the first row, two groups
of vorticles start nearby each other and coalesce eventu-
ally. The second row shows a more compelling animation
through the use of an explosion color map. The simple swirl
motion evolves into an unstable chaotic pattern. The exam-
ple demonstrates a major advantage of vortex methods –
complex swirl patterns can be easily generated with simple
image maps and initial conditions. The dune animation il-
lustrates how easily the swirl patterns in an image can be
controlled by a particle map. Note that red and blue spots
generate very coherent swirl patterns on the corresponding
locations. The last example shows how the pepper image is
used to advect the flame image. A fluid-like swirling mo-
tion is shown. All the images are post-processed with a me-
dian filter to reduce the aliasing artifacts.

Figure 5 and 6 show selected frames from the simu-
lated animation for each of the following paintings: Van
Gogh’s starry night and Ando Hiroshige’s Awe Province
Navaro Rapids. The final images are produced without
post-processing for these examples. In Figure 5, the local
swirling motion is generated around the swirl regions in the
original painting. In contrast, the entire image swirls by the
initial large rectangular vorticles. These two examples well
exemplify the applicability of our method. The animation

for every example can be seen in the accompanying Quick-
time movie files.

6. Conclusion

We presented a method that uses the point vortex method
to produce swirling-like effects in the image plane. The
swirling effects are produced by solving two-dimensional
incompressible inviscid vorticity transport equations. The
vorticity transport equation is better suited to generate real-
istic fluid motion with small computational expense. Then,
the elegant vortex-in-cell(VIC) scheme is used to solve the
equations numerically. We also provide an intuitive method
to dictate and control the swirling effects through suitable
mapping of image properties onto vortex particles. Finally,
we demonstrate the potential of our methods by generating
various realistic swirling animations from various images.

An immediate problem for our methods are alias-
ing artifacts arising from a distortion of the particle
mesh. A remeshing technique with conservative interpola-
tion schemes can reduce the artifacts. In addition, interac-
tive control would be even more fruitful with an intuitive
set of swirl brushes instead of using input images. Further-
more, the automatic generation of a particle map derived
from image features would be helpful. For example, an in-
put particle map can be automatically created for the
result in Figure 5 by detecting the various swirling re-
gions in the painting. Finally, we plan to extend our work
for three dimensional fluid animation.
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Figure 4. Various particle mapping results: The first column shows input particle map image and the
second column shows color map image. The third and fourth column shows two selected frames
from the resulting swirling simulation.



Figure 5. Swirly starry night

Figure 6. Stormy sea


