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Abstract

We present a two-stage template-based method to detect
people in widely varying thermal imagery. The approach
initially performs a fast screening procedure using a gener-
alized template to locate potential person locations. Next an
AdaBoosted ensemble classifier using automatically tuned
filters is employed to test the hypothesized person locations.
We demonstrate and evaluate the approach using a chal-
lenging dataset of thermal imagery.

1. Introduction
Automatic video surveillance systems will be expected to
detect, track, and recognize human activity in a persis-
tent 24/7 manner. Thermal video cameras offer an obvi-
ous advantage to nighttime surveillance (as shown by their
widespread military and law enforcement use), but they are
also applicable to daytime monitoring. When the thermal
properties of a person are different from the background
(typically the case), the person regions can be detected in
the video. Furthermore, traditional computer vision prob-
lems associated with shadows are minimized.

However, common ferroelectric thermal sensors have
their own unique challenges, including a low SNR, white-
black/hot-cold polarity changes, and halos that appear
around very hot or cold objects. In Fig. 1 we show
outdoor surveillance images of the same scene captured
with a thermal camera, but taken on different days (morn-
ing and afternoon). The thermal properties of the people
and background are quite different, which make standard
background-subtraction and template matching techniques
ineffective by themselves to detect the precise locations and
shapes of the people.

In this paper we present a two-stage approach to de-
tect people in thermal imagery that combines a thermal
background-subtraction method [1] with an AdaBoosted
template classification technique similar to that of [7]. The
method first performs a fast correlation-based screening
procedure to hypothesize the person locations in the image.

Figure 1: Thermal images showing large image variation.

To enhance the detection rate, a thermal-based background-
subtraction technique [1] is employed in the screening pro-
cess. The candidate regions are then examined more fully
by an AdaBoosted ensemble classifier that uses a set of fil-
ters/classifiers adaptively modeled from the training data
rather than selected from a predefined filter bank (as in [7]).
The method is cast into a multi-resolution framework to de-
tect people of different sizes and distances to the camera.
We demonstrate the approach on a difficult dataset of ther-
mal imagery (as shown in Fig. 1).

2. Previous Work
Several methods have been proposed for identifying peo-
ple in color/grayscale images. Some examples include
the direct use of wavelet features with support vector ma-
chines [6], coarse-to-fine edge template matching [3], mo-
tion/intensity AdaBoosted classifiers [7], and the size/shape
of image differencing regions [4]. Several other related
methods using color, texture, and stereo have also been pro-
posed. Our approach is most closely related to the Ad-
aBoost framework of [7], though our approach automati-
cally adapts the filters during the AdaBoosting process.
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Other person detection approaches using thermal im-
agery have also been proposed (e.g., [8, 5]), however most
of these methods rely heavily on the assumption that the
body region is significantly hotter/brighter than the back-
ground. As shown in Fig. 1, such hot-spot techniques are
not generally applicable. Our initial screening method em-
ploys the Contour Saliency Map representation [1] to ro-
bustly accommodate problematic thermal polarity switches
and halos for detecting the potential person locations.

3. Stage-1: Screening
The approach begins with a fast screening procedure in an
attempt to hypothesize only the locations of the people in
the image. We create a generic person template that is cor-
related across the image looking for matches to take ad-
vantage of efficient software/hardware implementations for
correlation-based matching. Any window location in the
image that produces a correlation value above a (learned)
threshold is passed forward into the AdaBoost verification
stage to validate the presence of a person. This approach is
similar in concept to a two-stage cascade architecture [7].

As the person pixels in thermal imagery can vary con-
siderably (as shown in Fig. 1), a simple appearance tem-
plate of the pixel graylevels will not suffice. We instead
use more invariant edge/gradient information and adopt the
pre-processing approach of [1] to suppress the background
gradient information while highlighting only the foreground
object (person) edges.

3.1. Contour Saliency Map
A Contour Saliency Map(CSM) [1] of a thermal image rep-
resents the confidence/belief of each pixel belonging to an
edge contour of a foreground object (person). Initially, a
background thermal imageB is computed (e.g., mean or
median). Next, for each pixel in the input thermal image
I, we choose the minimum of the input gradient magnitude
and the input-background gradient-difference magnitude

CSM = min (‖〈Ix, Iy〉‖, ‖〈(Ix −Bx), (Iy −By)〉‖) (1)

The gradient images can be computed using standard Sobel
derivative masks. In [1], the two magnitude images were
instead normalized and multiplied to form the CSM, but we
found that themin operator produced better saliency maps.

The motivations behind the CSM representation are 1)
large input-background gradient-difference magnitudes re-
sulting from unwanted thermal halos are suppressed (as
they have low input gradient magnitudes), and 2) large non-
person/object input gradient magnitudes are suppressed (as
they have small input-background gradient-difference mag-
nitudes). Thus, the CSM preserves those input gradients
that are both strongand significantly different from the

(a) (b)

Figure 2: CSM representation. (a) Thermal image region.
(b) Corresponding CSM highlighting only the person edges.

background. An example CSM for a cropped thermal image
containing a person and crosswalk is shown in Fig. 2.

3.2. Generalized CSM Template
To create a generalized template for screening, we manu-
ally extract, normalize, and average several cropped win-
dows of people from the CSM-transformed thermal images.
Each window is centered around a single person at any
pose or orientation. To accommodate a fixed-size template
for differently-sized people and various person-camera dis-
tances, we construct an image pyramid for each CSM and
select the cropped CSM values from the level having the
best/tightest fit of the person to the fixed-size box. The
screening thresholdTs for the template is set to the mini-
mum (lowest) correlation value produced from the cropped
training examples.

3.3. Multi-Resolution Screening
To perform screening, each new input image is transformed
into an image pyramid from which a multi-level CSM is
computed. The generalized CSM template is then corre-
lated with each level of the CSM pyramid. Any image
window (at any level) with a correlation value above the
template thresholdTs is tagged as a potential person re-
gion. Each hypothesis region is then verified in the follow-
ing Stage-2 AdaBoosted ensemble classifier.

4. Stage-2: AdaBoost Classification
with Adaptive Filters

The typical candidates produced by the CSM screening pro-
cedure include windows containing people, partial-person
regions, and other non-person foreground objects (e.g., ve-
hicles, animals, etc.). The task for our Stage-2 classifier is to
better separate the best person matches from the remaining
candidates. The basis of the approach is built upon the pop-
ular AdaBoosting learning technique [2] that was recently
demonstrated for pedestrian detection in [7].
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4.1. AdaBoost Technique
“Boosting” refers to a general method of improving the ac-
curacy of a learning algorithm. An initial weak classifier
(with accuracy only slightly better than chance) is selected.
Then additional weak classifiers are added in turn to form a
combined (ensemble) classifier. The technique is advanta-
geous in that the accuracy of the ensemble classifier can be
made arbitrarily high by adding additional weak classifiers
until some error rate is achieved.

In “adaptive boosting” [2], referred to as AdaBoosting,
a subset of the most relevant training data is used for train-
ing each additional classifier. If an example is accurately
classified from the initial classifier, then its influence in the
second classifier is reduced (otherwise it is increased). As
an example gets correctly classified across additional clas-
sifiers, its impact in the next classifier is further reduced.
With this approach, the addition of more classifiers is used
to “focus in” on those examples that are most difficult to
classify.

The final ensemble classification for a test example is
computed from the weighted sum of the individual classifier
outputs, where the weight factor for each classifier is based
on its error rate on the training data.

4.2. Adaptive Filter Selection
In [7], the filter bank, from which the best sequential clas-
sifiers were selected, was based on ana priori set of simple
rectangle filters (at multiple scales and positions) that were
applied to both the intensity image and multiple motion-
difference image pairs.

In our method, we instead use the influence weights
computed in the AdaBoost technique to create adaptive
“holistic” templates from which small windows can be se-
lected to create the filters. The motivation for the approach
is that the filters can be adaptively tuned to best match
the positive (person) examples rather than choosing from
a fixed filter bank.

We begin with the creation of 4 feature images for each
positive/negative training example using the magnitude re-
sponse of 3×3 Sobel gradient operators for 0◦, 45◦, 90◦,
and 135◦ orientations. The 4 feature images are then nor-
malized by the maximum value in the set. A set of feature
images for a training example of a person is shown in Fig.
3.

For the current classifier in the AdaBoost training pro-
cedure, we use the influence weightsw(i) assigned by
AdaBoost to each training exampleT (i) and perform a
weighted average of the feature images for each class. For
feature imagek (1 ≤ k ≤ 4), we compute the weighted
person and non-person feature images (T k

p , T k
np) using

T k
p =

∑NT

i=1 w(i) · T k(i) · L(i)∑NT

i=1 w(i) · L(i)
(2)

0/180◦(T 1) 45/225◦(T 2) 90/270◦(T 3) 135/315◦(T 4)

Figure 3: Original thermal image and four directional fea-
ture images using gradient operators.

T k
np =

∑NT

i=1 w(i) · T k(i) · (1− L(i))∑NT

i=1 w(i) · (1− L(i))
(3)

whereL(i) are the binary labels assigned to the training data
(0=non-person, 1=person).

The final adapted template (accounting for both positive
and negative examples) for feature imagek is given by

F k = max
(
T k

p − T k
np, 0

)
(4)

where larger pixel values inF k indicate locations having a
stronger gradient presence from people.

The optimal filter for the current classifier is selected by
finding a subregion in one of the 4 adaptive feature images
F k that gives the lowest weighted error rate when applied as
a filter to the training feature images. Various sizes, aspect
ratios, and positions with eachF k are examined to derive
the optimal filters. Since we use the AdaBoost weights to
generate the adaptive templates, the resulting filter in each
round of AdaBoost focuses on the most difficult examples.

5. Experiments
5.1. Dataset
We collected a challenging dataset of thermal imagery to
test the proposed approach. Several 360×240 thermal im-
ages of a university campus walkway intersection and street
were captured over several days (morning and afternoon)
using a Raytheon 300D thermal sensor core with 75mm lens
mounted on an 8-story building. Example images are shown
in Fig. 1. A total of 10 capture sessions were collected,
with a total of 284 frames having an average of 3–4 peo-
ple/frame. Three of the sessions were captured under rainy
weather conditions (including people carrying umbrellas).
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(a) (b)

Figure 4: Screening template. (a) Example CSM training
images and (b) generalized CSM screening template.

The selected images are non-uniformly sampled at a rate
much less than 30Hz and therefore object motion informa-
tion is not available.

5.2. Training

A total of 984 people were manually marked in the images
with tight-fitting bounding boxes (having a fixed aspect ra-
tio of .76). The smallest box (person) found in the dataset
was 21×16 pixels, and was used to set the size of the screen-
ing template (similar to the template size in [7]). In our ex-
periments we used a 3-level pyramid to accommodate the
largest and smallest box sizes of the people. We selected
approximately 50% of the people for training the system.

To generate the CSM for each image, we employed the
median background derived from each capture session. The
21×16 CSM screening template was formed by averaging
the normalized CSM templates extracted from the CSM
pyramid using the selected person boxes. The generalized
template computed from the training images (and their hor-
izontally reflected versions) is shown in Fig. 4 and is remi-
niscent of the Wavelet template in [6].

For training the AdaBoosted ensemble classifier, we col-
lected a set of negative examples of windows which passed
the screening stage but did not overlap a person box by more
than 30%. For each positive example in an image, we se-
lected one of the negative examples randomly across the
pyramid levels. For each of these positive and negative ex-
amples (including their reflected versions), we then com-
puted the 4 directional gradient magnitude feature images.

Using the adaptive filter approach, AdaBoost training re-
quired only 7 filters/classifiers to achieve a 100% classifica-
tion for the 992 positive and 982 negative training exam-
ples. The total number of filters to choose from was 16,072
(72 possible window sizes at multiple positions within the
4 adaptive feature images). The selected filters in their cor-
rect position (and their corresponding feature images) are
shown in Fig. 5.

5.3. Detection Results
To test the trained system, we applied the screening pro-
cedure at each pyramid level of the input images and
then classified each hypothesized window using the Ad-
aBoosted ensemble classifier. Lastly, we performed a
grouping/clustering of the resulting boxes in an attempt to
retain only one box per person (in the case of multiple hits
for a single person). We clustered the boxes using the previ-
ous positive/negative overlap criterion (30%), starting with
and retaining the box having the highest AdaBoost detec-
tion confidence in the image. This was performed in each
pyramid level and finally across all three levels.

From the application of the screening template to the
dataset, we generally received multiple hits per image (av-
erage of 3,199 per frame over all levels), though the amount
of boxes to validate was greatly reduced from the total num-
ber of possible windows across all three pyramid levels
(140,220). Sampling methods could certainly be employed
at this point to further reduce the number of boxes. An ex-
ample image with all of the detections from the screening
process at the first level of the pyramid is shown in Fig. 6.

Some detection results after running the complete two-
stage approach where the method was able to detect ev-
ery person with no false positives (FP) are shown in Fig.
7. Notice that there are many cases when people are close
together. There are also some images where the person
is hardly noticeable from the background. For the entire
dataset with a 3-level pyramid, the average box center dis-
placement of the detected person boxes from the corre-
sponding manually-marked boxes was 2.89 pixels (±2.27
SD), and the average box corner error was 4.60 pixels
(±2.51 SD). These errors could potentially be reduced with
the addition of more pyramid levels.

There were also some problematic images. In Fig. 8(a),
we show a FP in the bottom-left corner that partially-
overlapped the person and also contained the vertical tree
structure. A vehicle appeared in Fig. 8(b) which was not
eliminated by the AdaBoosted ensemble classifier. As there
were only two images in the entire dataset containing por-
tions of moving vehicles, a car was a rare event. With more
training examples of such events, this problem could be al-
leviated. In Fig. 8(c), only one of the two people in the
upper-right were detected due to the clustering and overlap
constraints. Groups of people are very difficult to handle
with template-based detection approaches.

In [7], they report about 1 FP every 2 frames for two test
sequences using their motion approach. For our dataset, we
achieve about 1 FP every 8 frames. As these types of er-
rors are obviously biased to the average number of people
per frame, we additionally report the detection details along
with theSensitivityandPositive Predictive Value(PPV) in
Table 1. The Sensitivity reports the fraction of people that
were correctly identified by the system, where a high Sen-
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135/315◦ 45/225◦ 135/315◦ 0/180◦ 0/180◦ 135/315◦ 135/315◦

Figure 5: Resulting AdaBoosted filters (in order). The corresponding feature image for each filter is given.

(a) (b)

Figure 6: Screening result. (a) Original thermal image. (b)
Screening results from level-1.

sitivity value corresponds to a high detection rate of people,
but does not account for the number of false positives. The
PPV reports the fraction of detections who actually are peo-
ple, where a high PPV corresponds to a low number of false
positives.

The results show fairly high Sensitivity and PPV mea-
surements for such a challenging dataset. The Sensitivity
results were slightly skewed to a lower value by detect-
ing actual people that were not manually selected because
they were not fully in the scene. Furthermore, in collec-
tion 8, there were 2 people standing fairly still throughout
the frames, and thus they were not often detected with the
CSM screening template (lowering the Sensitivity value).

6. Summary and Conclusions
We presented a two-stage method to detect people in ther-
mal imagery using a thermal background-suppression tech-
nique and two template-based methods. The initial screen-
ing stage uses a generalized person template derived from
Contour Saliency Maps to quickly detect person regions
while ignoring most of the background. The hypothesized
person regions are then validated with an AdaBoosted en-
semble classifier. Rather than selecting from a predefined
set of filters to train the classifiers, our approach adaptively
creates the filters from competitive gradient information of
positive/negative examples. The resulting classifications are
then clustered to provide a single detection per person.

The approach was demonstrated with a difficult dataset
of thermal imagery with widely-varying background and
person intensities. Results show that a fairly high Sensi-
tivity and Positive Predictive Value can be achieved with
the approach. We also note that the entire approach is well-
suited to a parallel implementation.

In future work, we plan on extending the dataset to in-
clude additional situations involving many more distractors
moving through the scene. We also will be examining other
methods to handle groups of people. We additionally will
seek a related CSM method to accommodate a moving cam-
era. Lastly, we plan to incorporate color video with thermal
to develop a robust fusion-based detection approach.
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Collection
1 2 3 4 5 6 7 8 9 10 1–10

# People 91 100 101 109 101 97 94 99 95 97 984
# TP 87 95 101 107 90 91 89 76 95 95 926
# FP 1 2 10 3 3 1 6 3 1 6 36

Sensitivity .96 .95 .99 .98 .89 .94 .95 .77 1.0 .98 .94
PPV .99 .98 .91 .97 .97 .99 .94 .96 .99 .94 .96

Table 1: Recognition results for thermal dataset.

Figure 7: Example detection results with no false positives or false negatives.

(a) (b) (c)

Figure 8: Problematic images causing failure to detect people or giving false positives. (a) Tree. (b) Vehicle. (c) Group.
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