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Abstract
Software based DSM systems have traditionally not performed well because of the combined effects of increase in communication, slow networks and the large overhead associated with processing the coherence protocol. Recent modern interconnects like Myrinet, Quadrics and InfiniBand offer reliability, low latency (around 5.0 μs point-to-point), and high-bandwidth (up to 10.0 Gbps in 4X InfiniBand). Besides the traditional channel-based send/receive communication primitives, these networks also support memory-based communication primitives like RDMA Read and RDMA Write allowing remote reading and writing of data respectively without receiver intervention. InfiniBand also provides hardware support for remote atomic operations (fetch and add). These architectural supports open up new challenges in exploring low-overhead, high performance, and scalable cache coherency protocols for software DSM systems. In this paper, we take on such a challenge and develop an enhanced coherency protocol by taking advantage of RDMA Read and atomic fetch-and-add primitives. This enhanced protocol (termed as ARDMAR - Atomic and RDMA Read) helps to reduce the load at the default and actual home nodes on a page fetch request, leading to reduced page fetch time and handler processing time. The ARDMAR protocol is integrated into the HLRC DSM system and evaluated on a 16-node InfiniBand cluster for five different applications (Barnes, Radix Sort, Integer Short, 3D FFT, and Water) with various problem sizes. For 16-node systems and various problem sizes, the ARDMAR protocol is demonstrated to reduce the application-level execution time by a factor of up to 2.25. These results demonstrate potential to build high performance DSM systems using modern clusters with InfiniBand.
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1 Introduction
Clusters are becoming increasingly popular for providing cost-effective high-performance computing for a wide range of applications. Networking technology is improving dramatically. Increasingly, a variety of advanced interconnects like Myrinet [10], Quadrics [4] and very recently InfiniBand [2] have become popular. These network offer very low point-to-point latency of the order of 5.0 μs for small messages and very high unidirectional bandwidth of the order of 10 Gigabits per second for large messages. In addition to the basic communication primitives, these networks offer a variety of services and operations. For example, Myrinet and Quadrics have a programmable network interface card. InfiniBand and Myrinet support hardware-based remote atomic operations [11]. All these networks also support Remote Data Memory Access (RDMA) operations. RDMA allows a process to read or write a location in the memory space of another process over the network. RDMA operations do not require involvement from the receiver, an important consideration when designing scalable software.

Considerable research has focused on the development of Software Distributed Shared Memory (SDSM) Systems [24, 16, 9] in the past. DSM systems such as TreadMarks [17, 7], SHRIMP [12] and HLRC [15, 23] provide an intuitive development environment as opposed to the Message Passing Interface (MPI) standard. These environments were developed earlier for clusters with slower interconnects (Fast Ethernet, Gigabit [13] and the earlier generation of Myrinet [10]). These environments did not catch on earlier primarily because of the communication intensive nature of DSM protocols which quickly choked networks and exhibited poor scaling properties. Modern networks have shifted the balance between processor speed and interconnection speed. These networks can potentially
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sustain the communication rate of SDSM protocols, which has the potential to improve the scalability of SDSM protocols [21]. Thus, it makes an interesting challenge to examine the sources of overhead in the current SDSM protocol design when running over these new interconnects.

The request-response type of communication of the client-server model of SDSM could possibly be one of the main sources of overhead. With increasing system and application size, request serialization at the server drives up response time and affects scalability. InfiniBand offers RDMA and remote atomic operations. Thus, it is possible to replace the asynchronous protocol processing using these mechanisms. Another interesting question is how much performance benefit can be achieved by such a replacement on InfiniBand based clusters? In this paper we take the first step towards removing such asynchronous protocol processing with InfiniBand mechanisms and studying the associated performance benefits. Page fetching operations in SDSM traditionally are performed using the asynchronous handler. A request message is sent to the manager or home node of the page. The home node then sends a response back to the requestor with the page contents. We have proposed a new scheme to use RDMA Read operation in InfiniBand to directly read the page from the memory space of the remote process. Coherency is maintained through the InfiniBand remote atomic operation compare and swap which is used to assign a home node for the page. This new protocol is evaluated with both micro-benchmarks and application-level benchmarks. Micro-benchmark evaluation shows that RDMA operations dramatically reduce the wait time required for page fetching operations. Furthermore, application-level evaluation show an improvement of up to 2.25 in running time on 16 nodes.

The rest of this paper is organized as follows. Section 2 describes the implementation of HLRC and its main features along with an overview of the networking interconnect InfiniBand. Section 3 presents design possibilities of HLRC with InfiniBand mechanisms. Section 4 explores the design issues and alternatives used while implementing the page fetch using RDMA Read and network level atomic operations. Section 5 evaluates the design using a micro-benchmark and various applications. Section 7 presents conclusions and future directions.

2 Background Information

In this section we discuss the basic concepts behind the SDSM package HLRC with an emphasis on its communication model primitives. We also take a look at the InfiniBand standard with a focus on the main communication operations provided by this interconnection technology. We also compare the performance of InfiniBand with the networks Myrinet, Quadrics and Giganet using the metrics of latency and bandwidth.

2.1 Overview of HLRC

Since the development of the first sequentially consistency SDSM system IVY [18], there has been a large body of research into the issues with SDSM. Unfortunately, SDSM has not been found to be scalable, largely because of the effects of protocol and communication overhead. The lazy release consistency model was the next advance which postponed coherence activities to synchronization points, reducing the amount of communication. The home based lazy release consistency protocol (HLRC) [15] improved upon LRC by assigning pages to homes, with a home node being updated with modifications at every synchronization point.

HLRC was designed with the goal of reducing not only the communication associated with non-home based protocols like TreadMarks, but also to reduce the memory footprint. In HLRC every page and lock is assigned a home node. At every synchronization point, the diffs for a particular page are sent to the home node and the memory for the diffs are released. A home node can be assigned in a variety of ways; the default behavior in HLRC is that the default home of the page assigns it to the node that first requests that page.

An implementation of HLRC [23] over the Virtual Interface Architecture (VIA) [5] was carried on GigaNet [1]. The implementation of HLRC was multi-threaded. The application thread would compute while an associated signal handler would take care of coherence activity on a page fault or miss. A separate thread would listen for incoming requests from other remote processes such as page fetches and lock requests. HLRC over VIA makes use of the RDMA constructs provided by VIA. Request messages or messages for services are sent via RDMA Write with immediate data. This generates an asynchronous request at the receiver which then processes and responds to this request by either forwarding this request to some other nodes or itself satisfying the request through several RDMA Write operations. The requestor meanwhile polls a particular location in memory (to which the remote server writes using RDMA Write) to see whether the request has completed. The next section briefly discuss the InfiniBand architecture.

2.2 Overview of InfiniBand

The InfiniBand standard is a framework for a System Area Network for connecting processing and I/O nodes. It defines various communication and management functions that are necessary to operate the interconnection fabric. InfiniBand uses a switched, channel-based interconnection fabric, which allows for higher bandwidth, more reliability and better QoS support. Interface to the fabric is through a
Host Channel Adaptor (HCA) on the processing node and a Target Channel Adapter (TCA) on the I/O node. Semantics of various operations are defined via InfiniBand Verbs. The Mellanox implementation of the InfiniBand Verbs API called VAPI [3] supports the basic send-receive model and the RDMA operations read and write. There is also support for atomic operations and multicast. More details on InfiniBand can be obtained from [2].

2.3 Comparing InfiniBand Performance with Other Interconnects

We will now examine how InfiniBand performs compared to other networks. Latency and bandwidth are among the most basic metrics of performance comparison between different networks. Latency can be measured using the standard ping-pong test. The ping side posts 2 descriptors. One is a send descriptor and the other is a receive descriptor. It then polls for the completion of the receive request. The pong side posts a single receive descriptor, polls for its completion and then posts a send descriptor. The whole process is repeated a large number of times to reduce timing error. Then the measured round-trip time is divided by two to obtain the one-way latency. Figure 1 shows the latency for the networks InfiniBand, Myrinet and Quadrics and compares it with the earlier generation networking technology Giganet.

![Figure 1. Latency for messages on different networks.](image1)

Unidirectional bandwidth of a network is the maximum data rate that can be sustained at the network level. To compute the bandwidth, messages are sent out repeatedly to the receiver node for a number of times and then the sender waits for the last message to be acknowledged. The time for sending these back-to-back messages is measured and the timer is stopped after receiving the acknowledgement for the last message. The number of messages sent is kept large so that the transmission time for the acknowledgement is small in comparison to the total time. Figures 2 shows the bandwidth for the networks InfiniBand, Myrinet and Quadrics and compares it with the earlier generation networking technology Giganet. Due to experimental error, bandwidth numbers above 32K could not be obtained for Giganet and will be available in the final version of the paper.

![Figure 2. Bandwidth for messages on different networks.](image2)

Quadrics and compares it with the earlier generation networking technology Giganet. InfiniBand has several times the bandwidth of other networks for large messages. This could impact the performance of SDSM protocols. Exploiting the resource rich nature of the InfiniBand network is one of the focuses of this paper.

3 HLRC Design Possibilities with InfiniBand Mechanisms

Let us now examine the potential for integrating network based support into HLRC. HLRC duplicates activities either already provided or which could be done with less overhead by network level services in InfiniBand. Figure 3 shows some of the matches between InfiniBand level primitives and HLRC protocol activities. More specifically the following should be possible:

- Asynchronous handling could be eliminated through the combination of atomic operations and RDMA Read support. Page fetching operations could potentially benefit from this type of support.

- Diff propagation in HLRC uses RDMA Write with immediate data which requires activation of the asynchronous handler. Diff processing can be potentially eliminated by performing RDMA Read operations. In this design, whenever a particular portion of a page is needed, it can be fetched from the current owner by issuing an RDMA Read operation. The owner does not have to be interrupted to perform this operation.

- Write notice and Barrier notification propagate via RDMA Write. Since these go to all other nodes, hardware based multicast could provide an efficient basis for this operation. This could potentially reduce significantly the amount of traffic needed for synchronization in an SDSM system.

- Locking could be achieved through the use of remote atomic operations. This could potentially benefit applications which frequently use locks; as the need to...
frequently process lock requests at the manager node and the last owner is eliminated.

- Asynchronous request messages could potentially propagate via higher priority service levels achieving better response time.

In this paper we focus on the first option; eliminating asynchronous handling through the combination of atomic operations and RDMA Read while executing a page fetch operation. Since other features (such as reliable multicast and service levels) are not yet completely operational in current generation InfiniBand hardware, we plan on investigating other enhancements in the future. In traditional SDSM’s co-

herence is maintained through the natural ordering of messages imposed by the network and serialization of requests in the asynchronous protocol handler. A similar effect can be achieved by employing remote atomic operations in InfiniBand. Figure 4 shows how atomic and RDMA Read based operations could potentially benefit the basic HLRC protocol. The request-response model used on a page fetch can be replaced by the RDMA Read operation which directly reads a page from the process space of a remote node. Thus, these two architectural features, atomic and RDMA Read can be integrated into the HLRC base protocol. This can allow us to eliminate the asynchronous protocol processing needed for a page fetching operation. This enhancement also has the added benefits of a home based protocol along with stronger integration with the network to produce enhanced scalability.

4 Design of the ARDMAR protocol

In this section we discuss the design of our proposed protocol termed as ARDMAR - Atomic and RDMA Read. We start out by examining the existing HLRC protocol. Following that is a description of the design of ARDMAR and

Figure 4. How RDMA Read and atomic operations could potentially enhance the base HLRC protocol

then finally we examine some of the benefits that could accrue from ARDMAR.

4.1 Base HLRC protocol

HLRC employs the home based lazy release consistency protocol. In this protocol every page and lock is assigned a home by the protocol. All requests for accesses to a page or a lock go to the home node. Similarly all updates for a page and a lock go to the home node. In HLRC updates or diffs for a page propagate to the home node at synchronization points such as a lock release or a barrier.
Figure 5 shows the protocol activity required by HLRC for an example scenario. Initially all pages are assigned a default home node. The default home for page 2 is node 2. Now node 1 first requests page 2 from node 2 by sending it a message (RDMA Write with immediate data) which is processed by the asynchronous protocol handler. The handler on node 2 appoints node 1 as the home node and updates its data structures. It then finishes servicing the request by sending a reply to node 1 (RDMA Write). Node 1 on receiving this reply updates its data structures and continues computing. Now when Node 0 requests this page for the first time by sending a request to the default home node 2, node 2 forwards this request to node 1, which in turn processes the request and replies to node 0 with the correct version of the page. We define \textit{page fetch time} or \textit{page time} as the elapsed time between sending a page request and actually receiving the page. We will now see how parts of this protocol can be enhanced with the features available in InfiniBand.

### 4.2 ARDMAR protocol

In this section we describe the design of the proposed protocol ARDMAR which is shown in Figure 6 for an example scenario. The Atomic operation compare and swap have been combined with the RDMA Read operation to completely eliminate the asynchronous protocol processing. Let us assume the same pattern of requests for a page as shown in Figure 5. Here assume that node 1 wants to access page 2 for the first time. Let \( home_n(x) \) denote the last known value for the home of page \( x \) at node \( n \). Initial values for \( home_n(x) \) are -1 at the default home node (indicating that a home has not been assigned) and \( x \mod \) (number of nodes) at a non-home node. Initially \( home_2(2) = -1 \). Let us denote an issued atomic compare and swap operation as \textsc{cmpswap}(node, address, compare with value, swap with value) where address points to some location in node. Node 1 issues an atomic compare and swap \textsc{cmpswap}(2,home\(_2(2),-1,1\)). The compare succeeds and now \( home_2(2) = 1 \). Now on completion of the atomic operation, node 1 knows that it is the home node (\( home_2(2) = 1 \)) and can continue computation after appropriately setting the appropriate memory protections on the page.

Now assume that node 0 wants to access the page 2 for the first time. It also issues an atomic compare and swap operation \textsc{cmpswap}(2,home\(_2(2),-1,0\)) which fails since \( home_2(2) = 1 \). Simultaneously with the atomic compare and swap, node 0 also issues an RDMA Read to read in \( home_2(2) \). The atomic compare and swap having failed node 0 looks at the location read in by the RDMA Read. This location tells node 0 that the actual home is now node 1. Node 0 now issues 2 simultaneous RDMA Reads. The first RDMA Read bring in the version of the page, while the second RDMA Read brings in the actual page. If the version does not match, both RDMA’s are reissued until the correct version is obtained. This approach requires that initially all access permissions on all pages be initially set to read. This is different from the original implementation, where initially all pages which are at the default home are in read-write mode (exclusive). Therefore on a write to a page at the default node there is no page fault, but which results in a page fault for the new implementation. This could result in an increased number of page faults at the home node for applications with that particular write pattern and this effect will be discussed in section 5.3.3.

### 4.3 Potential Benefits

ARDMAR could provide significant benefit to applications programmed with SDSM protocols both directly as well as indirectly. Applications cannot compute while the handler is being serviced. Removing the asynchronous handler allows more CPU resources to be allocated to the application. As shown in Figure 7 asynchronous handling forces requests to be serialized, increasing response times. ARDMAR allows for requests to be serviced in parallel improving throughput. Further, there is the potential for the network to optimize multiple requests through caching behavior and even through optimizations like DMA chaining which allow multiple DMA transfers to be performed more quickly across the PCI bus.

### 5 Performance Evaluation

This section evaluates the performance of the proposed implementation with atomic and RDMA Read support \textsc{ARDMAR} against the original implementation of HLRC.
with asynchronous protocol processing support ASYNC. First we describe the hardware setup. Following that the implementation is evaluated in terms of various micro-benchmarks. The application level evaluation is presented. Following that the effect of ARDMAR on page fetch time and asynchronous protocol processing are studied. The implementation is evaluated both in terms of varying system size as well as application size.

5.1 Experimental Test Bed

The experiments were run on a 16 nodes cluster connected through a Topspin [26] 360 24 port 4x InfiniBand switch. The HCAs are Topspin InfiniBand 4x HCA’s. Each of the machines is a Microway dual Pentium Xeon 2.4 GHz processors with 2 GB of main memory and a 133 MHz PCI-X bus on a Tyan 2721-533 motherboard. The SMP version of Linux 2.4.18-10 is the kernel running on each of these machines. The InfiniBand interconnect has a latency for small messages of about 6.5 \( \mu \)s and a bandwidth of about 6.3 GBps. Table 1 summaries the latencies of some of the operations pertinent to HLRC. The isolated latency (i.e. in the absence of any other network traffic) of a RDMA-Read for a message size of 4096 bytes which is also the pagesize used in HLRC and is the most common message size for RDMA-Read is 36.39 \( \mu \)s. The latency of a remote atomic compare and swap is 23 \( \mu \)s. This value is expected to reduce as support for atomic operations improves on InfiniBand. In the next section we look at some micro-benchmarks which were used in the evaluation.

---

### Table 1. Latencies of some basic operations on InfiniBand

<table>
<thead>
<tr>
<th>Operation</th>
<th>Mesg. size (bytes)</th>
<th>Latency (( \mu )s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Remote atomic</td>
<td>8</td>
<td>23 (^2)</td>
</tr>
<tr>
<td>Local atomic</td>
<td>8</td>
<td>20 (^2)</td>
</tr>
<tr>
<td>RDMA Read</td>
<td>4096</td>
<td>36.39</td>
</tr>
<tr>
<td>RDMA Write</td>
<td>4096</td>
<td>9.5 (^3)</td>
</tr>
<tr>
<td>RDMA Write (imm)</td>
<td>140</td>
<td>6.7 (^3)</td>
</tr>
<tr>
<td>RDMA Write (imm)</td>
<td>140</td>
<td>8.69 (^3)</td>
</tr>
</tbody>
</table>

---

\(^2\)It is to be noted that atomic operations over InfiniBand adapters have just become operational. Thus they have not been optimized. These operations are expected to be optimized over the next several months and will bring additional benefit to the proposed framework

\(^3\)These refer to the time required to post a descriptor to the send queue on the senders side

5.2 Micro-benchmark level evaluation

ARDMAR and ASYNC were both evaluated using the page fetch micro-benchmark modified from the original version implemented for the TreadMarks SDSM package [17]. In this micro-benchmark the first node (master node) initially touches each of 1024 pages so that the home node is assigned to it. Following that each of the remaining nodes reads one word from each of the 1024 pages. This results in all the 1024 pages being read from the first node as the number of nodes increases the contention for a page at the master node increases. The time of the second phase is measured. Figure 8 shows these results. ASYNC performs slightly better than ARDMAR at 2 and 4 nodes. For ASYNC at 2 nodes, the breakdown of timing is as follows:

- 8.69 \( \mu \)s RDMA Write with immediate data (Time to post Request message)
- 9.5 \( \mu \)s RDMA Write for the page (Response message)
- 6.7 \( \mu \)s RDMA Write for the control message (Response Control Message)
- 8.44 \( \mu \)s Pre-posting receive descriptor (to guarantee that the next message will be received)

This adds up to a total of 33.33 \( \mu \)s for ASYNC. For ARDMAR the breakdown in timing at 2 nodes is :

- 23 \( \mu \)s Atomic compare and swap (Request message for home assignment)
- 36.39 \( \mu \)s RDMA Read for the page (Page fetch)

This totals up to 59.49 \( \mu \)s for ARDMAR. This time is expected to come down as the support for atomic operations on InfiniBand improves. As the number of nodes increases, the time required to fetch a page using ASYNC increases exponentially demonstrating that the overhead for the asynchronous protocol handler is considerable and has poor scaling properties. However, with the ARDMAR protocol as the number of nodes increases, the page-fetch time levels off and slightly decreases from 8 to 16 nodes. This demonstrates that RDMA-Read seems to be a more scalable alternative than an asynchronous protocol processing scheme. The next section discusses the application level evaluation.
5.3 Application level evaluation

In this section we evaluate our implementation using five different applications; Barnes-HUT (Barnes), Radix sort (RS), Integer Sort (IS), three dimensional FFT (3DFFT) and Water spatial (Water). Out of these applications Barnes, RS, and Water have been taken from the SPLASH-2 benchmark suite [27] while IS and 3DFFT have been taken from the TreadMarks [17] SDSM package. The applications were evaluated both in terms of varying system size as well as application size. For system size, the applications were run on two, four, eight and 16 nodes respectively. For application size, different parameters within the applications were changed. These sizes are listed in Table 2. All other parameters were kept the same as originally described in the [27, 17]. We will now discuss the performance numbers for the different applications. Following that is a discussion of the effects of using RDMA and atomic operations on asynchronous protocol handling and page fetching time. Finally, we will look at how ARDMAR alters the the distribution of page faults in the applications.

<table>
<thead>
<tr>
<th>Application</th>
<th>Parameter</th>
<th>Large size</th>
<th>Small size</th>
</tr>
</thead>
<tbody>
<tr>
<td>Barnes</td>
<td>Bodies</td>
<td>32678</td>
<td>16384</td>
</tr>
<tr>
<td>RS</td>
<td>num of keys</td>
<td>2621440</td>
<td>52488</td>
</tr>
<tr>
<td>IS</td>
<td>(2^{\text{num of keys}})</td>
<td>23</td>
<td>21</td>
</tr>
<tr>
<td>3DFFT</td>
<td>Grid size</td>
<td>128</td>
<td>64</td>
</tr>
<tr>
<td>Water</td>
<td>num of molecules</td>
<td>8192</td>
<td>4096</td>
</tr>
</tbody>
</table>

Table 2. Application sizes

5.3.1 Effect on execution time

The execution time for the different applications are shown in Figure 10. The breakdown of execution time for the larger size of different applications on 16 nodes is shown in Figure 11. From this figure it can seen that page time decreases for ARDMAR in the case of Barnes, RS, IS and 3DFFT as compared to ASYNC.

Figure 9 shows the parallel speedups for the different applications at 16 nodes. ARDMAR shows better parallel speedup than ASYNC in all cases and in fact shows a speedup for RS while ASYNC shows a slowdown. From Figure 10 we can observe that for Barnes with application size 32678, ARDMAR is 1.73 times faster than ASYNC on 16 nodes. Also ARDMAR shows good scaling property as compared to ASYNC. Again for application size 16384, ARDMAR is 1.9 times faster than ASYNC and shows good scaling properties compared to ASYNC. For both application sizes, the execution time for ASYNC increases with increase in system size while it decreases for ARDMAR. As we see in the following subsections, the asynchronous protocol handling time increases substantially for ASYNC, while it remains constant for ARDMAR. Page time also increases dramatically for ASYNC while increasing at a much slower rate for ARDMAR.

Again referring to Figure 10, we see that RS shows good scalability for the larger application size 2621440. ARDMAR at 16 nodes is 2.25 times faster than ASYNC. Also for both application sizes it can be seen clearly that ARDMAR scales better than ASYNC. The time spent for page fetching decreases with increase in system size which explains improvement in performance for RS.

We will now discuss the results for IS, 3DFFT and Water. From Figure 10 it can be seen that for IS at size 23, ARDMAR is 1.41 times faster than ASYNC. Also for both application sizes it can be seen clearly that ARDMAR scales better than ASYNC. The time spent for page fetching decreases with increase in system size which explains improvement in performance for RS.

For 3DFFT size 128, ARDMAR is 1.18 times faster than ASYNC on 16 nodes, while for Water for size 8192 ARDMAR is 1.02 times faster than ASYNC on 16 nodes. For Water ARDMAR does not perform as well as ASYNC for the smaller application size 4096 because of an increase in the number of page faults. This effect will be explored further in section...
Figure 10. Overall execution times of the applications for the two protocols (ASYNC and ARDMAR) with varying system and application sizes.

Figure 11. Breakdown of execution time for different applications at 16 nodes.
5.3.3. For all three applications with larger problem size, ARDMAR shows better scaling property as the system size is increased for the larger application size. In the next section we will discuss the effect of ARDMAR on page fetch time and handler time.

5.3.2 Effect on asynchronous protocol handling and page fetching time

RDMA-Read considerably reduces asynchronous protocol processing and page time. Figure 12 shows the average time spent in the handler across all applications using ASYNC as compared to ARDMAR. For 3DFFT and Water there is virtually no overhead for the asynchronous handler in ARDMAR, while there is considerable asynchronous protocol handling overhead for ASYNC. For the remaining applications, the time spent in the handler is mainly because of lock requests and requests for applying diffs at synchronization points. Asynchronous protocol processing time in RS is more dependent on the extensive locking distribution which accounts for the variance in the time. As discussed in Section 3 and shown in Figure 3, it is possible to completely eliminate the asynchronous protocol handler through the use of atomic support from the network and is the focus of our future work.

Figure 13 shows the average time spent across all nodes for a page fetch. For virtually all applications it can be clearly seen that with increase in system size, the time spent in page fetching decreases for ARDMAR and ultimately becomes less than ASYNC. In fact for the applications Water, it can be seen that the page fetching time increases with ASYNC but decreases with ARDMAR. These results can be explained using results from the page micro-benchmark explained in Section 5.2 which showed that with increasing contention and increasing number of nodes, RDMA-Read performs better as compared to the asynchronous protocol processing mode of operation. Barnes, RS and IS experience an increasing number of page misses with increasing system size, which explains why page time increases for both ASYNC and ARDMAR. While for 3DFFT the number of page misses decreases with system size which explains why the page fetching time decreases with increasing system size.

5.3.3 Effect on page fault distribution

Figure 14 shows the average number of page faults per node for each of the larger application sizes. It can be seen that the number of page faults is a considerable overhead for both ASYNC and ARDMAR and the page fault overhead is higher for ARDMAR for the applications 3DFFT and Water. This is a facet of the implementation, which requires the permissions on all page to be set to read-only as opposed to read-write-exclusive in ASYNC. Thus, if an application at the home node frequently writes to different pages in its process space for the first time, this will result in an increase in the number of page faults (which we seen in the case of 3DFFT and Water). The time required to invoke the page fault handler and then restart the computation is about 6.6 μs. It is possible to reduce the effect of and need for page-fault handling by invoking kernel level primitives at synchronization points. These primitives can avoid expensive system calls by page remapping to indicate which pages have been written. This is one of the problems we are looking into and the results will be included in the final version.

6 Related Work

Ever since the proposal for the first SDSM system IVY [18] there has been considerable research conducted into the SDSM systems. However SDSM was not found to be scalable. The benefits of implementing HLRC over low level protocol like VIA was examined in [23]. Also implementing a SDSM package like Treadmarks directly over a low level protocol like VIA or GM over Myrinet, was shown to substantially reduces wait times and improves scalability in [8, 21]. Special network mechanisms were not employed in these implementations. A study of the effect of removing the interrupt handler in HLRC (GeNIMA) through the use of NIC support on Myrinet is discussed in [6]. Four different techniques namely remote deposit for direct diff application, remote fetch for page fetching and Network Interface Locks (coherency information stored at the NIC) were implemented. Our work differs in that native atomic support provided by InfiniBand has been added to enhance the base protocol and the benefits have been studied in current generation clusters with InfiniBand. A comparison of benefits of using network based support as opposed to a migratory home protocol in the Cashmere SDSM system was studied in [24]. Four different techniques; Network Total Ordering, Broadcast and Remote-Write were studied. The interconnect used in this study was memory channel. Integrating network based get operations into the sequentially consistent DSZOOM SDSM over the SCI interface is discussed in [22]. Cache entries are locked using atomic fetch and set operations before being modified by remote put operations. We use a lazy release consistency (LRC) model rather than a sequentially consistent model. Network interface support was used to perform virtual memory mapped communication in addition to DMA based communication along with protected, low-latency user-level message passing in the SHRIMP project [19]. We have used RDMA rather than virtual memory mapped support, which does not involve reprogramming the NIC. A proposal for using active-memory support for SDSM systems to achieve software DSM with hardware DSM performance is discussed in [14]. [25] explores the effect of kernel level access to InfiniBand primi-
Figure 12. Average time spent in asynchronous protocol processing per node in different applications.

Figure 13. Average time spent for page fetching per node in different applications.
tives on SDSM performance. Other research in SDSM has focused on changing the SDSM protocol rather than using network support. Reducing the effect of false sharing is discussed in [20].

7 Conclusions and Future Work

In this work we have examined the impact of reducing the need for asynchronous protocol processing in a home based SDSM system HLRC. This was achieved through the deployment of network based support in the form of atomic operations and RDMA-Read available with modern interconnects like InfiniBand. Micro-benchmark evaluation showed that with increasing system size and network load, the response time of RDMA-Read is better as compared to an asynchronous protocol processor. Application level evaluation in the form of system size scaling and application level scaling was performed. An improvement of up to 2.25 in the execution time of the application was observed. The proposed implementation ARDMAR also showed superior scaling properties, when compared with ASYNC the implementation of HLRC with the asynchronous protocol processing support.

Significant improvements to the protocol can be still be made. The overhead of page faults can potentially be reduced through kernel level primitives which detect writes to a page. Remapping read only areas of the kernel page data structures into application space would avoid the need for a system call. RDMA Read operations on InfiniBand could also help in reducing the effects of false-sharing and achieve finer granularity. This can be achieved by restarting the computation early during a page fetch, when only the needed portion of a page has arrived. Barrier could potentially benefit from integration with the native InfiniBand multicast support. Locking could potentially show better performance using atomic operations. We are currently exploring these issues.
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