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ABSTRACT

Detectors and correctors present a logical framework that can be used to add various levels of multitolerance to a given system. In general, they simplify the work of a designer by allowing her or him to reason about compositions of tolerance components based on the guarantees they provide, rather than on the implementations of the components themselves. Middleware services exist to provide programmers the appearance of local calling conventions in systems which actually may be distributed across process, machine, architectural and language boundaries. The same architecture that allows a middleware system to provide programmers this view may also be used to provide a wide variety of other, perhaps unanticipated services to clients of such a system. In this work, we will develop mechanisms to introduce detector and corrector components at run time into such a system in a client-invisible fashion, and explore the ramifications that this process may have on the system design. The main contributions of this work are as follows:

- A framework for the dynamic installation, modification, and removal of detector and corrector components in a middleware system
- Novel application of detector and corrector components to affect their own installation, verification, maintenance, replacement, and removal
• Identification of a large class of components that can be added to a running, distributed system using common middleware services through the use of interceptors in a client-invisible fashion

• Identification of a class of components that cannot be added to such a system in a client-invisible fashion, and strategies to work around this inherent limitation
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CHAPTER 1

INTRODUCTION

As more and more computing devices and systems are becoming interconnected, a variety of new technologies is emerging to facilitate the process of distributed computing. These advances free the programmer from worrying about many of the formatting and other concerns that emerge when co-operating software systems operate in different locations, languages, and perhaps architectures. There are several conceptually different types of problems that occur when these systems attempt to communicate. One of them is a problem of formatting and expression. Another category of problems stems primarily from a lack of a universal time and state. Many technologies and methodologies have been developed to address both of these categories issues. Middleware technologies, such as CORBA, RMI, .NET Remoting, or the DRSS Framework used in this work are geared primarily to address the issues of formatting and expression. However, they also include features to improve the robustness of communications. Notably, the DRSS Framework brings several additional characteristics into the equation, as it has built in support to apply custom-built interface mappings at run-time. Furthermore, it supports a much richer, semantic interpretation of the interfaces being used by components than most other middleware technologies. This
allows for many combinations of previously built software to be assembled in unanticipated fashions, and facilitates the introduction of a wide variety of other components into the system.

The problems of distributed computing related to a lack of universal time and state have been addressed in part with a combination of tools including various types of locks, monitors, and transactions. However, a significant number of unpredictable and transient faults that occur in distributed systems are more naturally controlled using more general components and methodologies, such as detectors and correctors, which we will be investigating in this work. Traditionally, the environments for these components have been the networking or hardware levels. As large-scale distributed systems become more common, and more novel methods for connecting existing systems together are discovered however, two new types of problems and opportunities arise. First, semantically guided tolerance components can provide necessary improvements in efficiency and reusability over their system-level counterparts. Furthermore, the needs for additional levels of tolerance can occur at unexpected times and in systems where constant availability is a critical issue. In this environment, we build mechanisms to introduce newly created tolerance components into the system at runtime, without affecting the underlying application-level components. We will refer to this ability to add a tolerance component into a system without changing the underlying application-level components as client-invisibility. In some instances, this property may be expensive and difficult, if not impossible to maintain. The fact that this may be done at runtime inherently reduces the amount of compiler support that is possible. Since the client, by definition, has no specific references to the tolerance code being added, it can be more difficult to see how the system operates as a whole.
If the actions introduced by a tolerance component actually contradict the intentions of the client code (for instance, if the client code contains a bug), then the resulting combination of client code and tolerance code can become very difficult to follow and interpret. However, the property of client-invisibility is also quite helpful. It is the property that middleware systems strive to provide for application programmers. It is extremely desirable in that it maximizes code reuse and increases the portability of solutions. It even allows some solutions to be applied to some systems for which no source code is available. The ability for the system to support the client-invisible addition of tolerance components at runtime also facilitates its ability to maintain itself. This provides greater system availability and reduces the human configuration burden. If a system is large and complicated, it is very likely that tolerance components will be applicable in only a portion of it. In such a case, it can be wasteful or even harmful to install the components throughout the system. To address unexpected tolerance concerns at runtime, we propose that two types of tolerance components be applied:

1. Tolerance components to maintain the system

2. Meta-tolerance components to maintain the tolerance components

We use the terms *meta-detectors* and *meta-correctors* to describe detectors and correctors that detect or correct information about themselves, other detectors, correctors, or compositions thereof. We describe several categories of tasks involved in the evolution and maintenance of a large, running distributed system, and demonstrate how meta-detectors can be an elegant and robust mechanism to accomplish these tasks. The remainder of this paper is organized as follows:
Chapter 2 provides a brief introduction to the theory of detectors and correctors, and defines a subcategory of these, which we name *meta-detectors*. In chapter 3 we describe a system into which meta-detectors may be introduced, terms that we will use to describe the evolving system, and types of concerns that they address. Chapter 4 describes how meta-detectors may be composed into a system in a stepwise fashion so as to facilitate and participate in the ongoing maintenance of other detector or corrector components. Chapter 5 describes the specific goals and system overview of our implementation of meta-detectors in Microsoft .NET and DRSS. In chapter 6, we describe broad classes of problems that either can, or cannot be solved within a similar environment. In addition, we describe other characteristics of meta-detectors designed in and for a run-time environment. Finally, in chapter 7 we summarize the findings of the project, as well as areas for future research.
CHAPTER 2

PRELIMINARIES

Our project will use state-based tolerance components to enhance the tolerance of application-level systems designed and built with middleware technology. We will refer to components of the application-level systems as underlying system components and to the state-based tolerance components simply as tolerance components. First, we will describe how we model the interactions of these two types of components in a dynamic system. Next, we will provide a brief introduction to the detector and corrector components that we use to add tolerance to the system. Finally, we will define the meta-detector and meta-corrector tolerance components that we use to maintain tolerance components within the system.

2.1 System model

We will consider the system to consist of user programs, the framework for allowing them to communicate, and tolerance components we will add. Although we do not anticipate that the user programs will be made of actions built from guarded commands, we will model types of behavior of the system with a few generic guarded commands. We will only specify those system actions that affect the values of the variables of our tolerance components, or are affected by the actions of our tolerance
components. In this way, we can model the introduction of a specific, reusable component into a program that may contain an arbitrarily large, but finite set of actions and still be able to reason about whether guarantees of interest are met. Users of the underlying system are assumed to have no awareness of the tolerance components. Since the system is dynamic, we need to consider how to model components that do not exist yet or that have failed. Every component is implicitly given two bits to model this.

An add action, therefore, can be modeled as follows:

\((\neg \text{exists}. j \land \neg \text{failed}. j) \rightarrow \text{exists}. j\)

A component failure can be modeled as follows:

\((\neg \text{failed}. j \land \text{exists}. j) \rightarrow \text{failed}. j\)

Each of these actions will be enabled only one time per component. No other actions may write to these variables. Attempts to read these variables will not return if \text{exists} is false or \text{failed} is true. Our tolerance components components have another bit associated with them which we name \text{shouldexist}. This bit is set by the underlying system and can neither be viewed nor altered by the tolerance components directly. However, the tolerance component may invoke one of the actions above on another tolerance component. Each tolerance component has a set of all possible underlying system components associated with it. Creating a tolerance component \text{cmp} and associating it with process \text{j} has the following effect.

\((\neg \text{exists}. j . \text{cmp}) \rightarrow \text{exists}. j . \text{cmp};\)
However, we do not believe that it is necessarily realistic for tolerance components to create a witness for this value directly. We therefore propose that each tolerance component have two offset fields associated with it, a \textit{relevance} field, and a \textit{scope} field. The concatenation of these two fields uniquely identifies a tolerance component, and the association of these fields with their respective \textit{shouldexist} bits identifies whether or not a specific tolerance component should be added, removed, or modified.

The tolerance components are able to observe but not prevent the creation of components in the underlying system. Tolerance components may view the public and private state of system components, as well as the messages they send and receive, but not necessarily the state of temporary variables. Tolerance components are not necessarily able to observe failures of underlying system components. Users of the underlying system may create new types, but not destroy them. We assume a finite, but unknown bound on message delay. Components of the underlying system capable of sending and receiving messages will be treated as separate processes for the purposes of this work. Tolerance components may be created and associated with specific underlying system components. These components share the same system clock and view the messages sent and received by the underlying system components whose behavior they are controlling. A property that such a tolerance component is able to observe about the underlying system component will be labeled as a property of the underlying system component, for example $Z,j$. Although the mechanisms for finding the value of $Z$ are varied, we will restrict the user to construct predicates whose values are well-defined and that can be calculated in finite time. The evaluation of this predicate returns a single bit value. Our reasoning will be based on the value of this bit.
Invocations are assumed to be well-formed, and directed to the current state of the underlying system components, not the computations of which they are a part. Inquires as to the existence of a component may only be directed to a safe and well-known witness for that component. Invocations made on components that do not exist will have no effect on the system and will not return to the caller. We do not distinguish between fail-stop faults and crash faults. We will focus primarily on two classes of faults for this work, timing faults and crash faults. We choose these because repairs to these faults, even if they include transient errors, can be performed by only reading from and not writing to the underlying system, and therefore do not introduce new classes of faults directly into the underlying system. We assume that actions are scheduled with weak fairness, or that if an action is continuously enabled, it is executed infinitely often.

2.2 Brief introduction to previous detector/corrector mechanisms and theory

Detectors and correctors are formal mechanisms to provide various levels of tolerance to a system. Intuitively, detectors are formalisms that are used to provide realistic approximations of predicates that may be difficult or impossible to detect directly. They perform this by means of a witness predicate, whose value is easier to detect, and whose truth is related in some fashion to the underlying predicate whose value we really wish to know. There are many formalisms for these components, including proposals in [1], [2], [3], [4] and [5] with varying degrees of power and limitations. The common theme behind these formalisms is that we can identify a witness predicate whose value will eventually reflect that of the actual predicate in some way. The formalism that we will use for this work, defined by Arora and
Kulkarni in [6] and elaborated in other works such as [7], and [8] is defined using three predicates and a program.

2.3 Predicates of detector and corrector components

The first predicate, named \( U \), is the predicate that must be true in order for the relationship of the other predicates to be valid. The second, \( X \), is the actual predicate of interest that arises from the problem specification. The third, \( Z \), is a witness predicate, whose value will be used as a surrogate for the actual predicate of interest. The program, \( d \) is the program in which the detection is desired to hold. If the component of interest is a corrector, then the program is labeled \( c \). A program which maintains the properties of detection or correction defined below is a detector or a corrector.

Definition (detector). 

\( Z \) detects \( X \) in \( d \) for \( U \) iff the following three properties hold:

- Safety - \( U \land Z \rightarrow X \)
- Liveness - \( U \land X \land \neg Z \ leads-to \ Z \)
- Stability - \( U \land Z \{d\} \ Z \lor \neg X \)

The \( \{d\} \) notation indicates that any single step in the program has occurred. The safety property asserts that a detector is only incorrect when its witness is false. In some instances (such as a failure detector), this property may be a property to which the detector converges, rather than holds immediately and continuously. This technicality has a minimal effect on the realistic use of these components. The liveness
property simply states that the detector will not permanently fail to detect the predicate of interest if it is true continuously, and the stability property states that once true, the predicate will never become false unless the actual predicate is also false. A corrector has the same definition as a detector with a single, stronger guarantee.

**Definition (corrector).**

$Z$ corrects $X$ in $c$ for $U$ iff $Z$ detects $X$ in $c$ for $U \land U$ converges to $X$ in $c$.

In short, a detector guarantees that you will at least have eventual knowledge if a certain condition becomes true and a corrector guarantees that a certain condition will eventually become true and remain true.

In many instances, it is easiest to combine simple detectors and correctors in order to accomplish the task of detecting or correcting a more complicated or difficult predicate. Two techniques for the composition of detectors and correctors are defined, parallel and sequential. As expected, a sequential composition of two detector or corrector components is one in which one detection or correction witness becomes true before the actions of the second component are enabled, and a parallel composition is one in which the actions of both components are permitted to occur at the same time. Parallel composition is denoted with the $||$ operator, and sequential composition is denoted with the $;$ operator. These have many useful properties described in [6], but for the purposes of this work we will focus primarily on the following synopses.
2.4 A few useful properties of detectors and correctors

Compositions of detectors and correctors may be chained together in order to build stronger guarantees from weaker ones. We focus primarily on sequential compositions because we have used these most often in the preliminary stages of our system construction.

If $Z$ detects $X$ in $d$ for $U$ \land  \\
$W$ detects $Y$ in $c$ for $X$ \land  \\
$c \land d$ do not interfere with each other \land  \\
then $Z \land W$ detects $Y$ in $d; c$ for $U$.

This states that, given the sequential composition of a detector followed by either a detector or corrector, the conjunction of the witnesses detects the final predicate of interest in the global scope. In general, non-interference occurs when $c$ and $d$ do not write to variables that the other reads, but a more formal and complete set of conditions for non-interference is described in [6].

If $Z$ corrects $X$ in $d$ for $U$ \land  \\
$W$ detects $Y$ in $c$ for $X$ \land  \\
$c \land d$ do not interfere with each other \land  \\
then $W$ detects $Y$ in $d; c$ for $U$.

This is a stronger property. Given the sequential composition of a corrector followed by either a detector or corrector, the final witness detects or corrects the final
predicate of interest in the global scope accordingly. Taken together, these two theorems state that non-interfering detectors and correctors may be chained together sequentially. If both are correctors the result is a corrector in which the final witness corrects the final predicate in the universal scope. If the first one is a detector, then the conjunction of the witnesses detects the final predicate in the global scope, otherwise the final witness detects the final witness in the global scope.

We will make one other observation that follows directly from the definition of detectors and correctors. Every detector or corrector is the sequential composition of itself and a detector for its $U$ predicate. We will use this property to guide the stepwise construction of our system.

### 2.5 Definition (meta-detector/meta-corrector)

In this work we will concern ourselves with a particular type of detector or corrector component, which we name a *meta-detector* or *meta-corrector*. A detector or corrector is a meta-detector or meta-corrector if it detects or corrects information pertinent to the installation or maintenance of another detector or corrector component. We will show that the application of these components to other tolerance components provides a sound and flexible mechanism to add dynamically self-regulating components to a system at run-time.
CHAPTER 3

DEFINITIONS, TOOLS, & ABBREVIATIONS

In this section, we will define a set of terms that help to clarify the structure of the system, the nature of predicates inherent to meta-detection, and some of the capabilities it can provide.

3.0.1 Underlying system

We use the label US to refer to the underlying system, and also as a label for a program that models underlying system actions. Actions that are assumed to be generated by the system are labeled US1...N where the indexes 1-N are labels for different classes of actions described above and enumerated in the program actions that model the system.

3.0.2 Underlying system component

An object in a high-level language that handles application logic and is capable of sending and receiving messages.
3.0.3 Tolerance component

Tolerance components are added by an administrator or manager to add tolerance to a system. In most cases each tolerance component will be associated with a particular underlying system component or another tolerance component.

3.0.4 Protocol

A set of components co-operating to achieve a specific goal on a specific set of components.

3.1 Instantiation related predicates

Within the system, we would like to be able to instantiate detector and corrector components according to a set of criteria, as opposed to specifically invoking instance methods on specific instances of components. This allows us to create components within a system that take responsibility for their own ongoing maintenance according to the rules specified by predicates that witness these criteria.

3.1.1 Relevance

The relevance predicate is the predicate that defines whether or not a particular component is deemed applicable in a particular problem scenario. For example, if a given type of resource “requires mutual exclusion”, or “requires replication”, these would be relevance predicates.

3.1.2 Relevance list

This is a list of all of the components deemed to be relevant in a particular problem scenario. It also used as a label for program actions that maintain the list. Since this
part of the system is under our control, each action that we will describe, (e.g., RL1, RL2, etc.) will describe a specific action in a program dealing with a relevant set of components within the system.

3.1.3 Scope

This is set of components to which a particular instance of a protocol applies. For instance, if there are several resources that require mutual exclusion, the scope of each protocol that manages access to each resource would be the resource itself, and the set of all its users.

3.1.4 Should exist

This is an imaginary single bit field that indicates whether a particular instance of a tolerance component, associated with a particular system component should exist or not. We stipulate that a tolerance designer is not able to access this bit directly. In fact, we expect this inference to be made only through witnesses of two other bits, a relevance bit and a scope bit. The pair of these may be used to uniquely identify a given tolerance component that should exist as well as to possibly determine when a given component should not exist.

3.2 Performance related predicates

Having established a set of components within a system, we expect that a wide variety of circumstances may arise when these components need to update themselves according to certain criteria in order to best fulfill the requirements of the underlying system. We contend that the following are some of the types of predicates that can be used in order to help tolerance components better fulfill these requirements.
3.2.1 Capacity

Many detectors or correctors, such as the server availability protocol proposed by Vijay Garg [2], are guaranteed to meet certain guarantees in the event that they have a certain capacity (in this case, enough servers so that they do not all fail). These values may be determined and adjusted by correctors of the component itself, and therefore ensure that the capacity requirements of the tolerance component will be met, allowing it to meet the tolerance requirements of the underlying system.

3.2.2 Accuracy

Standard protocols exist to enforce certain predicates within a system according to certain criteria. Generic predicate protocols, similar to the one proposed by Cooper and Marzullo [9] or Stoller [5] may be used to verify the accuracy of the guarantees supplied by and/or required from a given detector or corrector, either at the current moment or over the history component.

3.2.3 Preparedness

In addition to being relevant for the set of components to which it is applied, a tolerance component may also require that certain other preconditions be met before it is activated. An example would be the event in which we wish to replace one component with another. In this event, we need to make sure that any actions of the first which may negatively effect the correctness of the replacement not be enabled before the replacement is activated.
3.2.4 Preferability

Given the ability to satisfy user requirements with more than one implementation, we are faced with the possibility that one may perform the job more efficiently than the other. In a dynamic system, it is also quite possible that the preferability of one method to another may change at run-time. To the extent that we are able to detect this and safely swap one component with another, we can create a system that automatically chooses the best current approach to a given problem.

3.2.5 Expense/responsiveness

We remark that all tolerance components come a certain cost of system resources. By examining the amount of resources that it is using to detect or correct a certain condition, a tolerance component may be able to reduce the burden it places on the underlying system while still providing comparable guarantees. If a particular guard is evaluated an average of thousands of times before its value is ever true, it may very well be able achieve its goal nearly as quickly with a much smaller system burden if it is scheduled much less often. Similarly, if a guard evaluates to true every single time that it is evaluated, that may be an indication that it is not being scheduled often enough for the program to be satisfactorily responsive to changes in the environment. Given requirements and detectors for responsiveness and/or efficiency, we may regulate the scheduling in such a fashion so as to better meet these requirements.

3.2.6 Utility based customizations

In many instances we see that a component designed for a certain purpose can be re-worked to provide a component that works well in a different or more specific situation. These typically depend on the individual orderings of components and can
be reapplied to components whose orderings have the same properties. Scott Stoller shows an example of this in [5]. We will show that it is possible to use a set of detectors and correctors to construct an ordering based on any criterion that has a sufficiently stable relation to the underlying components, and show how we might use such a construct to adapt the utility of a given component at run-time.

3.2.7 Overview of meta-detector predicates

We will next show how meta-detector components meeting many of these criteria can be used to install, maintain, and enhance other components through the stepwise construction of a partially self-maintaining system. A summary of types of tasks that might be performed by meta-detectors and clients that may collaborate with them is provided in table 3.1

<table>
<thead>
<tr>
<th>Type of Predicate</th>
<th>Motivating Example</th>
</tr>
</thead>
<tbody>
<tr>
<td>Relevance</td>
<td>Universally applicable</td>
</tr>
<tr>
<td>Scope</td>
<td>Universally applicable</td>
</tr>
<tr>
<td>Capacity</td>
<td>Server availability</td>
</tr>
<tr>
<td>Preparedness</td>
<td>Hot-swap of mutual exclusion protocols</td>
</tr>
<tr>
<td>Utility</td>
<td>Customizable ordering for leader election protocols</td>
</tr>
</tbody>
</table>

Table 3.1: Categories of meta-detector predicates and examples of protocols with which they may be used.
CHAPTER 4

STEPWISE CONSTRUCTION OF A SELF-MAINTAINING SYSTEM

We will demonstrate how meta-detectors and meta-correctors are used to install and maintain tolerance components within a running system. Our strategy will be to start by building tolerance components for a static system in which detection of the predicates we are interested in is very straightforward. Next, we will enhance our components to be able to perform their work successfully with an underlying system that allows for the addition of new components, removal of existing components, and the modification of existing components. Unless otherwise specified, we will require that each new component we introduce into the system may read, but not write the variables of any existing component within the system. This will prevent our system from interfering with existing components, and allows us to reason about each addition in isolation. In some situations, we must write to the variables of previously installed components, and therefore must argue that the system goals are met despite this interference in those cases.
4.1 Universally applicable components

Two of the types of predicates we will investigate, relevance and scope, are used in the installation and maintenance of all other tolerance components. Their purpose is define the location and initial parameterization that present a tolerance component with the set of states in which it is designed to work. A detector for relevance will be used to define the set of states in which a detector for scope is allowed to run, and a detector for scope will be used to define the set of states in which a tolerance component composed sequentially with it is allowed to run.

4.1.1 Detecting an unspecified static predicate in a static system

We will begin by defining a component for relevance. Intuitively, relevance defines the subset of a system in which a certain component is applicable. We will suppose that there is a predicate $X$ that defines what it means for a particular component in a system to be relevant. We will also suppose that there exists a predicate $Z$ that can successfully witness that this element satisfies the predicate $X$ for $U$ where $U$ is the predicate true (We will later show that we can relax this restriction, by allowing $U$ to be a more restrictive predicate). When necessary, we will denote the boolean value that can be obtained by evaluating these predicates at a particular underlying system component $j$ as $X,j$, $Z,j$, or $U,j$ respectively. Finally, we will temporarily assume that $X$ is fixed in $U$. (We will also later remove this restriction as well). We will name a system that meets these assumptions US. Since we are only modeling actions that affect the predicates of our detector and corrector components, and we are currently assuming $X$ is fixed in $U$, our program currently has no actions.
We will state by convention $\neg(\exists j)(\neg X_j)$, where $X$ is the relevance predicate of interest. Stated another way, we will not attempt to add tolerance components to components that do not exist (and we will also remove tolerance components associated with components that do not exist, which we will see later).

**Lemma 4.1.1.1** A detector’s witness predicate eventually becomes equivalent its predicate of interest in a system with no underlying actions.

$Z$ detects $X$ in $US$ for $U \land$

$Z$ corrects $(X \lor \neg Z \land Z \lor \neg X)$ in $US$ for $U$.

**Proof:**

Our obligation is to show that safety, liveness, and stability hold, to prove that the detection holds and that $U$ converges to $X \lor \neg Z$ to show that the correction holds. We know that safety $U \land Z \rightarrow X$, liveness $U \land X \land \neg Z$ leads to $Z$ and stability $U \land Z \{d\}$ $Z \lor \neg X$ hold because we have directly assumed that $Z$ is able to witness $X$ for every component in the system. Convergence to $X \lor \neg Z$ follows directly from the definition of a detector. Convergence to $Z \lor \neg X$ is proven as follows: By the liveness property of detectors, we know that $Z \lor \neg X$ will eventually hold. By the stability property of detectors, we know that it will continue to hold since the program so far contains no actions that might falsify $X$.

Given this assertion, and a mechanism to install a component that evaluates $Z$ at any component $j$, we can install a single-action program at every component $j$ in the system as follows:
\[ RL1:: Z.j \rightarrow list.RL := list.RL \cup j \]

This program possesses the following useful property: If RL1 and the system do not interfere with each other, then we have the following:

**Preliminary detector for Relevance**

\[ j \in list.L \text{ detects } X.j \text{ in } US \parallel RL \text{ for true.} \]

We also have the stronger and desirable property at this point:

\[ True \text{ converges to } (j \in list.L) \lor \neg X.j \text{ in } US \parallel RL \text{ for true.} \]

Starting from any system state under the assumptions above, therefore, we have a detector that eventually stops making both positive and negative mistakes. We shall prefer this stronger detector when possible because it provides a stronger guarantee, and therefore a lighter proof burden on components composed sequentially with it. We can also view RL1 as a corrector.

**Lemma 4.1.1.2**

\[ (j \in list.L) \lor \neg X.j \text{ corrects } (j \in list.L) \lor \neg X.j \text{ in } US \parallel RL \text{ for true.} \]

**Proof:** Since each component is added to the list only if \( X \) has been detected at that component and \( X \) is fixed we know that the safety property holds. Since \( X \) is closed in \( U \), we know, by the assumption of weak fairness, that every component for which \( X \) is true
will eventually be added to the list, and that liveness holds. Since no component is ever
removed from the list, we know that stability holds. Since the list eventually becomes
complete and never changes once every element has been added, we know that the con-
vergence property of correction holds.

We prefer to view this as a detector with a stronger convergence property since the
component is not intended to change the underlying system, just provide information
about where other tolerance components may be installed. There are many conditions
under which the non-interference condition between US and RL will not hold, but
we also may define a rich class of conditions where they do. To begin with, they
hold if the actions of RL may read, but do not write to the variables used by the
underlying system, and the underlying system neither reads nor writes the variables
of RL. In short, we are superposing RL on the system, to get a new system with the
same properties and also a list, which is guaranteed to eventually contain all elements
matching the relevance criterion.

4.1.2 Tolerating additions

A middleware service allows for the addition of underlying components. We will
now add an action that adds a new underlying system component into our system
with the minor restriction that it not falsify the value of our predicate of interest at
any other component.

\[ US2 :: ( \neg \text{exists}.j \land \neg ( \exists k \mid X. k \land \text{exists}.j) \rightarrow \neg X. k ) \rightarrow \text{exists}.j \]
For ease of exposition, we will paraphrase the above action and other addition requests in the remainder of this work. As it is, the former corrector no longer maintains closure in the system containing the action US2. However, since US2 is part of the middleware service over which we have some control while maintaining client-invisibility, we can modify the action US2 as follows:

\[ US2a :: (\text{request to add } j) \rightarrow AddCheckRL; \text{ add } j \text{ to system} \]

Where AddCheckRL is a program whose actions are performed simultaneously at the moment a new component is added to the system and that initially contains the following action:

**Lemma 4.1.2.1** \( j \in \text{list.RL detects } X.j \text{ in } US \parallel RL \parallel \text{AddCheckRL} \)

\[ AddCheckRL1 :: (US = US \cup j; \forall k \mid Z.k \rightarrow \text{add } k \text{ to list.RL}) \]

**Proof:**

Since we are assuming that \( X \) is closed in \( U \), safety follows from the fact a component \( k \) is only added to the list if \( Z.k \) is true. Liveness follows from the fact that every component in the system is verified every time any addition which may truthify \( X \) occurs. Stability follows from the fact that we never remove any item in the list.

Although in the worst case, this check is extremely expensive (potentially the entire system), the most common case involves only a test of the component being added and perhaps its immediate neighborhood, making the test very efficient. The system no longer allows the add request of the underlying system to violate the
closure of the witness predicate of our first detector, and our assumptions now allow the system to expand without affecting the correctness of the relevance list RL.

4.1.3 Maintaining Scope

We have defined a set of actions that allow us to maintain a list for which a particular type of tolerance component is applicable. As we introduce tolerance components into the system, we will see that multiple components may be introduced to affect the region of relevance, and that the set of underlying system components maintained by each of these, or scope, may also change as the system expands or contracts. We describe a general mechanism to assign each system component to a unique scope. We will assume that we can identify a predicate to witness whether a relevant underlying component is also in the scope of a given tolerance component. We label this predicate $Z.cmp$. We label the actual predicate, that an element belongs in the list of $cmp$ (the list of underlying components controlled by the given tolerance component), as $X.cmp$. We will also define an operation that creates a new component $cmp$, such that $Z.cmp$ is true when this component’s list contains the single element $j$, and name this operation $createCmp$. We name the list of underlying system components controlled by a single tolerance component or protocol $list.cmp$ and list of tolerance components to which they belong $cmpList.RL$. We sequentially compose actions with the program $AddCheckRL$ as follows:

\[
ScopeCheckRL1 :: (\forall \ cmp \mid \ cmp \in \ cmpList.RL \ Z.cmp \rightarrow list.cmp = list.cmp \cup j)
\]

\[
ScopeCheckRL2 :: (if \neg \exists \ cmpList.RL \mid Z.cmp) \rightarrow createCmp; list.cmp = list.cmp \cup j; \ cmpList.RL = cmpList.RL \cup cmp
\]
Lemma 4.1.3.1

\( j \in \text{list.cmp} \) detects \( X.cmp \) in \( \text{ScopeCheckRL} \) for \( X \)

**Proof:** Safety is preserved since no action adds a component unless its witness is true. Liveness is guaranteed since every system component is associated with some tolerance component for scope and we assign each system component to a unique scope. Stability is guaranteed because no item is ever removed from a list.

Lemma 4.1.2.2

\( j \in \text{list.cmp} \) detects \( X.cmp \) in \( \text{US} \parallel RL \parallel \text{AddCheckRL} ; \text{ScopeCheckRL} \) for \( U \) and true converges to \( (j \in \text{list.cmp} \lor \neg X.cmp) \) in \( \text{US} \parallel RL \parallel \text{AddCheckRL} ; \text{ScopeCheckRL} \) for \( U \)

**Proof:**

At any time in the system, the potential size of any list is finite, since each component in each list is associated at most once with a finite set of underlying system components that have been created. We first note that we can represent membership in a list as a single bit boolean value for the purposes of compositional reasoning. Since this detector is the sequential composition of the relevance detector for \( X \) and the scope detector for \( X.cmp \) we know that each component's list eventually contains every component that is continuously relevant and in scope, by theorem 3.3 in [6]. Since no action of the US or the added components (that has been permitted so far) falsifies \( X.cmp \), we know that eventually each list will contain all relevant and in scope components. We note also that the physical construction of lists is not necessary, but may be helpful in some sequential compositions where the second component requires global knowledge of the set of components identified by the witnesses of the the first.
4.1.4 Tolerating loss

Now that we have a system that adapts to additions of components that are relevant and in scope, we wish to enhance it so that it adapts to losses of these components as well. We will imagine that every component contains an imaginary bit that indicates whether or not it has failed. We will use a detector for this failed bit to define a component that can be used to further restrict the set of states in which a tolerance component may be allowed to run.

Failure detector

We have yet to consider what happens when components fail, a likely occurrence in any large-scale system. Our default implementation will be similar to the one found in [1] and [2] among others, but will be tailored to help maintain the relevance and scope lists developed thus far. In this case, the witness function is not application-dependent, only the elements to which it applies are. The actions of the detector are as follows:

On each component being checked:

\[ FD1 :: (intervalElapsed) \rightarrow \text{send alive message to server} \]

At the server:

\[ FD2 :: (\text{now} - \text{lastMessage}.j > \text{timeout}.j \land j \text{ is in list.RL}) \rightarrow \text{remove } j \text{ from list.RL, list.cmp; add } j \text{ to list.FD; } \]

\[ FD3 :: (\text{hearMessage from } j \land j \text{ is in list.FD}) \rightarrow \text{timeout} = \max(\text{timeout}, \text{now} - \text{lastMessage}.j + 1); \text{remove } j \text{ from list.FD; add } j \text{ to list.RL, list.cmp; } \]

This can be viewed as a failure detector, by stating:
Lemma 4.1.4.1 \( j \) is an element of list. \( FD \) detects that \( j \) has failed.

This satisfies all but the safety property \( Z \rightarrow X \) (this detector initially suspects everything). Under the assumption that the time to send a message and the clock drifts are bounded, but not necessarily known, eventually this detector will satisfy the safety property of a detector as well.

Proof: Safety follows from the assumption that there is a bound on the message delay. At some point the detector will increase its timeout until its value exceeds that delay, and therefore will hear every message from every process that has not failed before that delay has occurred. All such components will be removed from the detector's list of suspects and will not be added to the list of suspects in the future. Therefore, there exists a time after which all components which are suspected have actually failed. Liveness follows from the fact that a failed process sends no messages, and therefore will eventually be added to the suspect list. Stability follows from the fact that once a failed component has been suspected, it will never be removed from the list.

It can also be viewed as an up detector by stating:

\[ j \text{ is not an element of list.} \ FD \text{ detects that } j \text{ is up;} \]

This also violates the pure safety property of a detector. In fact, it will sometimes report false positive information about the status of a failed process as long as processes continue to fail. However, we do still know that the liveness and stability properties eventually hold for this detector under the assumption of partial synchrony. Furthermore, we state that this is a nonmasking detector, since, if processes stop failing, it eventually meets the full specification of a detector [6]. To ensure that new
additions are also subject to failure detection, we add the following action to the 
ScopeCheckRL program.

\[ \text{ScopeCheckRL}3 :: (\exists \text{ cmp in cmpList.RL | there does not exist FD.cmp}) \rightarrow \text{createFD} ; \]

4.1.5 Tolerating change - relaxing the remaining assumptions

By modifying two of the actions to FD, we can maintain a system that eventually 
maintains correct lists under partial synchrony once faults stop occurring (we model 
a change in relevance for a component as a fault), even if the relevance witness Z de- 
pends upon variables that are not constant under the underlying system. We will do 
so by strengthening the guards on some of the actions of our failure detector as follows:

On each component being checked:

\[ \text{FD1a} :: (\text{intervalElapsed} \land Z.j) \rightarrow \text{send alive message to server} \]

At the server:

\[ \text{FD3a} :: (\text{hearMessage from } j \land j \text{ is in list.FD wedge Z.j}) \rightarrow \text{timeout} = \max(\text{timeout, now - lastMessage}.j + 1); \text{ remove } j \text{ from list.FD; add } j \text{ to list.RL, list.cmp}; \]

Lemma 4.1.5.1

\[ j \in \text{list.cmp detects X.cmp in US | RL | AddCheckRL ; ScopeCheckRL ; FD for } U \]
Proof: Our obligation is to show that once faults stop occurring, after a finite amount of time, the safety, liveness, and stability properties will hold. To verify safety, we first observe that if any component is in list cmp that is not up, relevant, and in scope, it will eventually be removed by FD2. Any component is added only if it is up, relevant and in scope. Liveness and stability follow from the fact that any component that was removed from list cmp but eventually and continuously remains, up, relevant, and in scope will eventually added back into list cmp by FD3a, and will no longer be removed by any other action.

Lemma 4.1.5.2

\[ j \in \text{list cmp} \text{ corrects SPEC cmp in US } || \text{RL } || \text{AddCheckRL ; ScopeCheckRL ; FD } \]

\[ \text{cmp} \text{ for U} \]

Proof: The component cmp is specifically defined to be a non-masking tolerant corrector for SPEC cmp in the scope specified by list cmp. Since cmp is non-masking tolerant, it is guaranteed to converge to its specification once faults stop occurring. Since the above detector is non-masking tolerant, it is designed to converge to its spec once the faults stop occurring. Once this occurs, cmp will no longer receive any input outside of its input specification and will converge to its specification.

In short, we have a set of detectors, in the form of a set of lists, which will guide the installation and maintenance of tolerance components according to criteria specified by the users. We have also shown that list maintenance provides a simple and intuitive physical tool for the sequential composition of detectors, and that the reasoning tools developed for the composition of detectors may be applied to this same maintenance. For the case where the only change in the set of elements matching the criteria for list membership is the addition of a new one, we have shown that these lists possess
the very strong property of converging to precisely correct membership. For other cases, we have shown that once the changes stop, the system converges to precisely correct membership.

4.2 Specific component examples

Having established a self-maintaining, predicate-based mechanism to introduce tolerance components into a running distributed system, we will look at some examples that have been generated or may be generated showing how the model works, and additional techniques that may be used for detector and corrector components to affect their own runtime evolution.

4.2.1 Ring based mutual exclusion

We will begin with an alternating bit protocol, shown by [10] to be usable as a sliding window or for mutual exclusion, and to extend to a k-state token ring protocol by simply increasing the maximum size of the counter incremented at each turn. We will consider the case that we wish to use the component for mutual exclusion. In such a case, the predicate of interest, or $X$, is that the underlying system component possesses an attribute that it must be accessed in a mutually exclusive fashion. The witness predicate, or $Z$ will reflect whatever properties of a component can most reliably lead one to the conclusion that the predicate of interest holds. For this case, we will assume that this may be determined from the type of the underlying component, and in our example will be $\text{type}.j = \text{typeof}(\text{Resource}) \lor (\text{adj}.j.k \land \text{type}.k = \text{typeof}(\text{Resource}))$. To build the list of relevant components, therefore, we need only supply the system with the type of component being added (In this case mutual exclusion), and the witness predicate (shown above). To allow each component to
maintain its scope we specify the following scope criterion as \( Z.\text{cmp} \): \((\text{resource used by inbound} = \text{currentResource})\). This causes the system to create a new protocol for every new resource, and to add new users to every protocol which has already been created for that resource. In addition, the ring component must specify how to add and remove elements, as well the implementation to enforce mutual exclusion. We will discuss the details of how the protocol does this in the project discussion section of this work.

4.2.2 Server availability

Another need that might arise in a large, distributed system is the need to replicate servers to be certain that at least one is available, even in the event that servers may crash. In this case the predicate of interest would be that the underlying system component possesses the attribute of requiring replication. The witness predicate could be \((\text{type}.j = \text{typeof(constrainedserver)} \land \text{numUsers}.j > \text{maxUsers})\) and the type of component being added would be a replicator. The scope predicate could be \((\text{server used by inbound} = \text{originalServer})\). The protocol would be responsible for creating replicas of the original server in this instance, and applying the solution to each of many replicas created. In this case, the scope of the protocol would be the original server created by the application designers, its users, and the replicas created by the protocol. This example also illustrates another way in which the scope of a component may be adjusted at runtime. The protocol is responsible to create replicas of a given server, but does not know how many replicas may be necessary at a given time. With experimentation, a system manager can find a number that seems to work well. However, a detector and corrector may serve better for this purpose as long as the
number of servers that may fail in any period is finite, and for some finite number \( k \) and any positive number \( n \), the system can create \( k + n \) servers faster than \( k + n \) servers may fail. Suppose that a replicator is designed to be certain that at least one server is always available and already contains an action as follows:

\[
RP1 :: (\text{numServers} \leq \text{minThreshold}) \rightarrow \text{while} \ (\text{numServers} \leq \text{maxThreshold}) \\text{createServer\ else} \ \\
\text{We can add the following action:}
\]

\[
RP2 :: (\text{numServers} \leq \text{minThreshold/2}) \rightarrow \text{minThreshold} += 1; \text{maxThreshold} = \text{minThreshold}^*3/2;
\]

**Lemma 4.2.1** In the above program:

\((\text{numServers} > \text{minThreshold/2})\) nonmasking corrects there are sufficient servers for \( U \) in \( RP \).

**Proof:**

Our obligation is to show that the program converges to a state that contains more than 0 servers. We do this by showing it reaches a state where more than \( \text{minThreshold/2} \) are maintained. Whenever this is not true, the system increases both the min threshold, and the max threshold. The protocol will converge when it can create \( \text{minThreshold/2} \) servers before that many can fail. Assuming that the rate at which servers can fail is finite and in the long run lower than the rate at which servers can be created (which will be the \( U \) predicate), the program will eventually reach a point where the action \( RP2 \) is never
executed, and the number of servers necessary for the server availability protocol to be successful will be maintained.

4.2.3 Hot swapping

The need may arise, for reasons of necessity or efficiency, to swap one component with another that performs the same function by means of a different implementation. In one scenario a system manager might temporarily block one portion of a system, remove the old component, install the new one, and allow the system to continue. However, in many cases it is not necessary to do this in order to accomplish the goal of having one component be replaced by another. In the case of token protocols, for example, we may introduce predicates ready-to-remove, and ready-to-add, at each subcomponent within the replacee and replacer accordingly. We assume neither protocol violates the safety predicate (that only one token may exist in the system at a given time) and that the new protocol also respects the liveness predicate (that every component eventually receives the token). We also assume that exactly one token exists in the old protocol. In addition, the components will maintain counts of the number of subcomponents within their protocols, creating a set of actions as follows:

\[ SWP0 \colon (\text{receivePseudoToken} \cdot j \text{ from } k \land \text{readyToAddCount} \cdot \text{swp} \cdot j = 0) \rightarrow \text{createSwp} \cdot j; \text{readyToAddCount} \cdot \text{swp} \cdot j = \text{readyToAddCount} \cdot \text{swp} \cdot k + 1; \text{readyToRemoveCount} \cdot \text{swp} \cdot j = \text{readyToRemoveCount} \cdot \text{swp} \cdot k + 1; \]

\[ SWP1 \colon (\text{receivePseudoToken} \cdot j \text{ from } k \land \text{readyToAddCount} \cdot \text{swp} \cdot k > \text{readyToAddCount} \cdot \text{swp} \cdot j > 0) \rightarrow \text{readyToAddCount} \cdot \text{swp} \cdot j = \text{readyToAddCount} \cdot \text{swp} \cdot k; \text{readyToRemoveCount} \cdot \text{swp} \cdot j = \text{readyToRemoveCount} \cdot \text{swp} \cdot k; \]
\( \text{SWP2} :: (\text{readyToAddCount}.\text{swp}.j = \text{numCount}.\text{cmp}.j) \rightarrow \text{Ready-to-add}.j \)

\( \text{SWP3} :: (\text{readyToRemoveCount}.\text{swp}.j = \text{numCount}.\text{cmp}.j) \rightarrow \text{Ready-to-remove}.j \)

\( \text{SWP4} :: (\neg \text{readyToRemove}.j) \rightarrow \text{allow token to circulate. Allow resource access accordingly;} \)

\( \text{SWP5} :: (\text{readyToRemove}.j \land \text{holdsToken}.j) \rightarrow \text{removalApproved}.j = \text{true}; \)

\( \text{SWP6} :: (\text{readyToAdd}.j \land \text{removalApproved}.j) \rightarrow \text{circulate readyToRemove}.j \text{ before token. allow token to circulate. Allow resource access accordingly;} \text{ set removalApproved to true at next component in new sequence.} \)

**Lemma 4.2.2** Removal Approved corrects the replacement of the old protocol with the new in the above program.

**Proof:** Safety follows from the fact that the new component is allowed access to the token only after the old one has specifically removed and stop circulating its token in SWP5.

Liveness follows from the following:

1. SWP0 assures that at least one component will have its \text{readyToAddCount} and \text{readyToRemoveCount} set equivalently to its \text{numCount}.j, since every component will eventually receive the pseudo token.

2. SWP1 assures that eventually every component will have these same values.

3. SWP2 assures that eventually every component will be ready to add the new component.

4. SWP3 assures that eventually every component will be ready to remove the old component.
5. SWP5 assures that exactly one old component will relinquish the token when this occurs.

6. SWP6 assures that the old token may be removed everywhere and that the new one will circulate everywhere.

Stability follows from the fact that no action enables token circulation on the old component once it has stopped, and no action disables circulation of the token on the new component once it has begun.

If there are particular initialization or finalization concerns, these predicates may be added to be certain these are met before the new protocol is started, or the old one is removed.

4.2.4 Motivated leader election

Many leader election protocols, for instance the Bully Algorithm [11], or the one used by Arora and Gouda in [12], are based on a total ordering of process id’s. We contend the following three conditions are likely to hold in a significant number of instances:

1. It may be desirable to choose a leader based on a specific set of criteria.

2. There are significant and stable differences among components with regards to these criteria.

3. It is not always possible to determine whether or not one component is better suited than another according to these criteria.
In short, some candidates for the leader position may be better than others, yet it is not always feasible to tell which one is best. For example, in a sensor network, it may be very desirable to select a leader that is either located near a certain location, away from physical obstructions, or near an item of interest, yet we may only be able to approximate values for any of these criteria. We will approach the problem by observing that the concatenation of a partial ordering followed by a total ordering yields a total ordering. Lamport uses this to construct vector clocks in [13]. We also show that given a set of components, each of which is able to provide some value with respect to a given criterion, we can construct a partial ordering on the values provided by those components. For any pair of components $i$ and $j$ in a system meeting the above criteria, we can construct detectors with the following predicates:

\[
LE \, detector \, 1a ::
\]

$Z$ detects $i > j$, 
and its converse

\[
LE \, detector \, 1b ::
\]

$Z$ detects that $j > i$

Where $i > j$ denotes that $i$ is better suited to assume a leadership role within the network than $j$ is. By applying both of these detectors in parallel to these components, we will eventually arrive at one of the following conclusions:

1. $i > j$

2. $j > i$
3. these detectors cannot determine which component is better suited for leadership.

By applying the sequential composition of the atomic $>$ detector for integers on each process id to the parallel composition of this pair of detectors, we have a $>$ detector that operates on a total ordering of components within a system, defined formally as follows:

\[ \text{LE detector 2 ::} \]

\[ Z \text{ detects that } j > i \lor \left( \neg \left( j > i \land i > j \right) \land \left( \text{id}.j > \text{id}.i \right) \right). \]

As long as the safety property of the LE detector holds we are guaranteed that the ordering implied by this predicate is unique and provides as much information as these detectors can about which leader would be best. If the witness predicate for the LE detector is not stable, then the protocols will continually be in a process of re-election. If necessary, stability can be added to the detector by composing it sequentially with a timeout as follows:

\[ \text{Let } Z \text{ be a predicate equivalent to the detector in LE detector 2 that acts on a copy of its variables. From this we can build a nonmasking LE corrector 1::} \]

\[ \textbf{Lemma 4.2.3} \ (\text{synchronized timeout}) \rightarrow \text{update variables of } Z \parallel \text{LE detector 2} \parallel \]

\[ \text{Stabilizing (to node joins and failures) Leader Election based on } > \text{ corrects a single, fully-known motivated leader for } U \text{ in any non-interfering program} \]
**Proof:** The synchronized timeout guarantees a sufficient amount of time when all components will create an identical ordering of events. A stabilizing program will work with this by definition, since it is designed to work from an arbitrary state once all faults stop occurring. After this point (until the next timeout), the algorithms will behave as though based upon constant values.

The action that updates the variables of the witness predicate after a timeout has occurred allows the detector to act exactly as its predecessor would, but only change its value after a certain time has occurred. This prevents minor, rapid fluctuations in the system from continually forcing re-elections while still maintaining a correlation to the motivating concern. The predicate of interest of *nonmasking LE corrector 1* is that if \( j \) is a leader, either \( j \) is a good leader, or its minimum term has not expired. Similarly, if \( j \) is not a leader, either \( j \) is not a good leader, or it has just lost an election and needs to wait for the next term. The witness predicate \( Z \) of *nonmasking LE corrector 1* verifies this specification. This technique can be used to extend the \( > \) to suit a more meaningful purpose in nearly any stabilizing program, since temporary changes in the operation of the \( > \) operator provide behavior that could also be modeled as a transient fault, to which stabilizing programs are defined to be able to correct.

We have shown from a theoretical standpoint that detectors and correctors provide a sound, robust and elegant mechanism to introduce tolerance components, which are also detectors and correctors into a running system in a fashion that is self-maintaining. We have also shown that they may be used to improve upon themselves.
Figure 4.1: System Overview. Every component in our system model begins with the sequential composition of a detector for relevance and for scope. Virtually all components would also include a component that verifies whether or not they are up as well. The same mechanism used to define sequential compositions is used to guide the physical construction, destruction, and maintenance of components contained therein.

or even help replace themselves as preferable solutions are inevitably discovered. Figure 4.1 shows a system containing a set of the compositions we have described. We will now look more specifically at how components of this sort can be installed at run-time in a client-invisible fashion within a middleware and interceptor framework through a case study implemented in DRSS.
CHAPTER 5

OVERVIEW OF PROJECT GOALS

We wish to provide mechanisms and methodologies to improve the tolerance of a running, distributed system that require no modifications to the user programs in the system that are currently running, or potentially, that will be created in the future. We will deem a protocol to be client-invisible if it can be implemented without any changes to the client program. We will allow a component that is deemed client-invisible to execute methods on the underlying programs, provided that these do not need to be changed in any way. Put another way, if a component can be implemented in a general case by simply listening to and modifying the messages produced in a given system, then we will consider it to be client-invisible. This property potentially allows a component that has been developed and tested to be introduced into systems that are not prepared for its introduction, have not been re-compiled, or perhaps not even restarted. We also wish to develop components that may be accessed and manipulated at run-time in as natural and type-safe a manner as possible. Our theoretical target environment will be any system that uses any common middleware service, such as CORBA, RMI, or .NET remoting, but the specific environment for our work will be the DRSS framework created by Jason Hallstrom using the Microsoft .NET environment. We will show that a wide variety of protocols, which we will define as
resource-oriented, can successfully be implemented in a client-invisible fashion within such a framework. We will also show that there exists a large class of protocols, which we will define as peer-to-peer, that cannot necessarily be implemented in a client-invisible fashion within such a framework. We believe both of these findings to be major contributions of this work. We also show that there is a direct correspondence between the naming conventions that we use to identify and place individual components within compositions and named scoping conventions used by high-level languages, allowing for compositions to be viewed as typed, high-level objects.

5.1 Human roles within the system

We imagine two primary types of roles that a human will play in the types of systems we hope to influence within a detector/correction framework. The first role is that of a user. The user will write code that uses the infrastructure, but does not necessarily take any measures to provide tolerance to the system, is not necessarily concerned with the consequences of concurrent accesses to resources, and focuses primarily on the application logic of the underlying programs. In particular, since a middleware service allows a sequential program to be run in a distributed setting, we can imagine a typical user to have created such a program, which was converted to make use of the middleware service later. The second role, the manager, provides the infrastructure to the user to allow the application to perform in a distributed setting, and creates and maintains tolerance components to assure that the user’s view of the system is as close to a single process, sequential view as possible. For the purposes of this work, we seek to minimize the user’s knowledge of the management system. In particular, the user only needs to know how to acquire a reference from
the system, and that invocations made on these references may fail. This requirement is present in any common current middleware service. The manager's task will be to eliminate these failures by introducing tolerance components which are invisible to the user. It has been shown [14] (and by virtually every software engineering project ever attempted) that the manager cannot be completely successful to this end. However, it has also been shown that under certain assumptions, the manager can provide a system which eventually meets this goal [1]. The basic mechanism that the manager will use to this effect is to intercept the messages that are sent by the client programs, and affect their behavior as necessary to provide clients with the most reliable system possible.

5.2 Project structure

Since the detector corrector framework is designed to allow code to be compiled and added to a running system and a library may not be recompiled while it is in use, the evolving framework will consist of a series of libraries each of which may reference any of the libraries previously established within the framework. In addition, we create a library to contain the components being controlled and an executable to instantiate all of the above. The breakdown of these projects in our preliminary implementation is as follows:

5.3 Enumeration of projects, libraries and roles

The DRSS project created by Jason Hallstrom provides the underlying infrastructure for connectivity of entities as well as the mechanisms to intercept messages.
The DProcess project contains a set of resources and consumers that will be monitored and controlled by the tolerance components.

The DetectorCorrectors project contains the building blocks for tolerance components, as well as the platform extensions used to facilitate predicate based maintenance of tolerance components.

The DCLibraries project contains specific instantiations of tolerance components and the mechanisms by which they are introduced into a particular portion of the system.

The DGeneric server contains the application that launches resources and consumers as listed above as well as the tolerance components that control their behavior.
CHAPTER 6

IMPLEMENTATION MECHANISMS, FINDINGS, AND IMPLICATIONS

We will now discuss the implementation of the project. We will summarize details of the DRSS framework on top of which we will build our solution. In building this solution, first, we will take steps to see that the information provided to us by the DRSS framework is in a form that is convenient for the particular types of components we would like to maintain and remark on some of some of the logical consequences of working within a middleware environment to achieve this goal. Next, we will discuss the structure of the framework, and how it is used to maintain tolerance components at runtime. Finally, we will discuss a case study implementation built with the framework.

6.1 DRSS

We will focus our attention first on the DRSS library, created by Jason Hallstrom. First it provides the ability to create remote references to objects in a fashion similar to other middleware services such as CORBA, Java RMI, and .NET Remoting and make calls with them as though they were local. In the DRSS framework (as with many other middleware systems) the references created to this end are referred to as
proxies and the objects being referenced remotely are known as targets. DRSS also provides the ability intercept messages as they are leaving the sender, just before they arrive at remote object, as they are returned from the remote object and just before they arrive at the sender. This is done with a series of chains of objects. The chains are identified as either send chains or receive chains, and the objects contained within them are referred to as interceptors. Each invocation from any sender or proxy goes through a send chain associated with it, the receive chain associated with the target, the send chain associated with the target and the receive chain associated with the proxy. These chains may be shared by multiple objects or proxies. This provides a basic infrastructure that allows a system manager to intervene with remote message calls in a fashion that is invisible to the user of these calls.

We will focus our attention next on the DetectorCorrectors library. This contains two primary namespaces, the PlatformExtensions namespace, and the Guards namespace.

6.2 Platform extensions

The DRSS framework is designed to allow for a wide variety of client-invisible component modification at run-time. We will use its capabilities to build our MDMC framework. As a first step, we will establish an item definition that provides a consistent interface to the set of items that connect to and are reachable from a target. From this point we will get an idea of what type of information is always available for tolerance component designers working at run-time, what types of information are not always available, and what strategies may be used to build tolerance components given this information.
6.2.1 Mappings provided

We will begin by discussing the role of the PlatformExtensions namespace. Common middleware services such as CORBA, RMI, .NET Remoting, or the one built into the DRSS subsystem generally seek to provide the illusion of a local reference by means of a proxy that forwards the call to another machine. They do this by packaging the arguments and method name in a well known format, sending the message with a unique id to a target identified by a particular address, and packaging and sending the return values with the id back to the proxy’s address. The calling message itself therefore does not need to contain any information about what the type of the target is, what other entities may have a reference to this target, and what path the message must take to reach its destination. For the purposes of this project, the path we are interested in consists of a set of interceptors associated with the target and proxy known as send and receive chains. We then create and maintain a mapping from each target to its users and the paths between them and vice-versa. While the co-ordination of all proxy and path information associated with a single target is not necessary to forward individual messages to it, this information can be extremely helpful when deciding what actions to take to correct or detect conditions of interest with in any given subsystem of a given system. The mapping also provides a convenient mechanism to affect all references to a given target once a system is running even if we did not anticipate referring to this collection of entities as the system was established.

The client-invisible information that is available within the system is analogous to what can be extracted from other systems that attempt to make distributed calls look like local calls and leads us to make very strong claims as to what can be done
Figure 6.1: Diagram of a client-invisible tolerance component’s view of the system. Tolerance components reside within the interceptors and can view the target, each other, or the proxies that reference the targets.
in a client-invisible fashion in this type of system and also what cannot be done in a client invisible fashion. These claims are dependent upon the implementation of the middleware and therefore are not proofs, however, they reliably hold until there is a shift in the state-of-the-art paradigms for middleware, and not without good reason.

### 6.2.2 Assertion of capabilities

The information necessary to create targets and proxies that provide middleware-style references to remote targets is sufficient to provide client-invisible resource-oriented management. This management capability includes any calls that may be made on the target without adversely affecting the client, as well as any modifications to the status or behavior of proxies of this target, any changes to messages received by or sent from the target at either the client or server side of communications.

**Justification:**

The registration process that a client must follow to create a proxy involves knowing or finding the address of the target and assigning one to the client. This provides enough information for a management entity to create its own proxy for the target, thereby allowing it access to the target object while maintaining client invisibility.

### 6.2.3 Assertion of impossibility

The information necessary to create targets and proxies that provide middleware services is not sufficient to provide peer-to-peer services in cases which the middleware service needs to know about both peers simultaneously. This implies for all practical purposes, that peer-to-peer protocols which require some information about the underlying objects cannot be created in a client-invisible fashion within a common middleware service, and is particularly an issue for problems requiring state
detection/correction. For example, if a detector in a middleware service is able to

determine that the sender of a given message must be corrupt, it can isolate the proxy

that this sender used to send a message, but does not necessarily have any mechanism
to affect any other proxies this sender may hold (without affecting the entire system)

and does not necessarily have a method to ask the sender to reset itself even if the

sender has a well-defined method to do so. It is also not generally possible for a

Boolean predicate posed by a client program to be updated so that it verifies the inst

[9] property as defined by Cooper and Marzullo for generic distributed predicates.

Furthermore, deadlock detection and non-blocking distributed snapshots also require

knowledge of the relationship between client and proxy, as well as access to client

state, and therefore can not always be implemented in a client-invisible fashion.

**Justification:**

When a proxy is created to reference a target, it is given its unique address so

that the call may return, but it does not require a handle on the object that created

it in order to be able to make calls on the remote target. This is directly analogous to

the way function calls work in sequential programs, and does not pose any potential

surprises from a security standpoint. In fact the peer that created this reference

may not be set up as a remotely accessible target at all. This implies that when a

message is intercepted, regardless of the bookkeeping added to the middleware system,

there is no guaranteed client-invisible technique to identify the object that holds the

proxy that forwarded this message. For example, a client posing a generic distributed

predicate will almost certainly use several proxies, none of which can necessarily be

linked to each other or to the client. This prevents the system from knowing if it must
falsify a given response in order for the response of the whole to be conservatively correct.

6.2.4 Corollary to assertion of impossibility

To be able to provide any form of tolerance supported by the accessible structure of an underlying program in a client-invisible fashion, it is necessary and sufficient to provide a mapping between the proxies owned by an object, and the object that owns them.

Justification:

From assertion 6.2.2 we know that we can invisibly construct a management service that is able to access the set of users of a target as well as the target itself (in addition to other management components). The mapping of the users of a target to the client that created them provides full access to all of the components in a middleware system as well as the relationships between them. When a message is sent, it is now possible to identify the client that owns it, which allows for a protocol that depends on information from the client or the ability to affect the client to be implemented. Note that this capability is significantly limited by the amount of state that can be retrieved and/or modified by owning references to the clients and targets. In our case, public and private state is available, but local variables and parameters are not.

6.2.5 Mitigating factors and workarounds

Although we have shown that it is not always possible to create a mapping between a proxy and the client that owns it, there are cases in which this is possible. Some middleware services may provide a mechanism to build this mapping. For example, there are cases in which only one client component is active at any given socket. In
Figure 6.2: Diagram of a client-invisible tolerance component’s view of the system with clients added. Although tolerance components can view the target, each other, and proxies, they do not necessarily know anything about the relationship between clients and proxies. The target in this diagram may be referred to by 1, 2, or 3 clients. Any or all of the clients may be the target itself. It is this asymmetry of knowledge that allows components to affect how a target is accessed, but not necessarily be able to control the behavior and/or view of clients.
such a case, the socket identifier can be used to create the mapping between the proxy
and the client. In other cases, the client identifies itself within the contents of every
message it sends. In cases where the client knows it is performing a set of actions
that must be executed atomically, it explicitly indicates that these should be part of a
transaction, and provides an identifier for that which is accessible to the middleware
layer. Finally, with a fairly minor requirement of change at the client, namely that
the client announce itself to the middleware service as elements are registered, we can
build and maintain the client-proxy mapping in all cases. With the use of macros,
aspect-oriented programming, or custom attributes, it may be possible to add this
behavior to many client programs with compiler-generated rather than hand-written
code changes.

6.2.6 Overview of tolerance capabilities and client visibility

Even if the tolerance components have no knowledge of the semantics of an un-
derlying system, certain components may be added to increase the reliability of a
system. Sliding window protocols may be employed to increase the reliability of mes-
sage delivery in such a system [10]. Distributed caching can be used to statistically
decrease the amount of message traffic sent and potentially increase message avail-
ability. Logging services can be added which may greatly facilitate the debugging
process if an error is is present within a system. If a system provides a service to
save the its entire state on a current machine, then a middleware service can use this
to collect distributed snapshots even in the event that no application-level knowledge
may be available to the middleware service.
Semantic application information, including possibly the ability to view the underlying source code can be used to increase the set of tolerance components that may be added to a system. This angle has been pursued by Pascal Felber et al in [15], under the assumption that the message information in conjunction with semantic knowledge of the program can be used to determine when certain types of tolerance may be required and certain approaches that may be used to enforce them. In particular, if rules can be formulated regarding access to a given target, these may be used to guide caching, replication, and certain mutual exclusion services.

In fact, many cases of the mutual exclusion requirement are concerned with a series of reads and writes to multiple objects. In such a case, a program which was designed sequentially, but has been modified for parallel use may contain logical transactions, or sets of statements whose behavior is not guaranteed to be correct if they can be interrupted by another component or the resources they use may be modified. These may require knowledge of the client-proxy relationship as well as program semantics, message and target information to determine and/or enforce the required tolerance. For instance, deadlock detection requires a specific knowledge not only that a resource is being accessed, but also by which client it is being accessed. Since a deadlock inherently involves multiple resources, it also involves multiple proxies, and a middleware service is not guaranteed to be able to know that these belong together. Therefore, enforcing logical transactions without potentially causing deadlock requires client knowledge. Only slightly more client knowledge is required to allow for partially non-blocking generic predicate evaluation. In such a case, it is necessary to replicate the entire predicate within the first interceptor one of its messages passes through. Still other protocols may wish to reset the state of a client in the event it is sending
corrupted messages. This can only happen if it is possible to associate the message with client, as well as the proxy that sent it.

Finally, there are many cases where very sophisticated knowledge of the underlying application is required. A middleware service does not generally have sufficient information to reproduce the current state of the program call stack, local variables and locally declared heap variables, even if the middleware has access to the public and private state of all clients and targets. Snapshot algorithms, such as Chandy-Lamport's [16] or variants such as Lazy Snapshots[17] require this type of knowledge be saved when the state of a process is saved. If system-level primitives exist and are accessible to assist a middleware service to achieve this end, they are likely to be extremely expensive as system state includes much more information than what is relevant for a given application. Application level snapshots, such as proposed by [18], avoid saving the entire system state, but maintain all of the information necessary to reconstruct the call stack, global, local, and heap state of the components they wish to be able to restart. This makes use of significant, compiler-like, preprocessing to store the extra state mentioned in such a way that it is available at the middleware layer. Some transaction executions and/or distributed predicate evaluation necessarily involve knowledge of local variables, and therefore require the ability to access this state as well as local client state. We note here that in the special case that all procedure calls are synchronous, and the underlying system’s invocations of each object are mutually exclusive, the Lazy Snapshot procedure can be used to take consistent non-blocking snapshots without requiring any access to local state or the call stack. In these conditions, the previous level of client awareness is sufficient.
Table 6.1 summarizes what types of tolerance components may be added to a middleware system given different levels of involvement with the underlying components.

6.3 A system for creating programs, modifiable at run-time with high atomicity - programs, components, and guards

We will now discuss the particular components from which we will build and maintain tolerance components at run-time. These components are modeled after the guarded command paradigm, but have additional identifying information associated with them to facilitate run-time access to them.

6.3.1 Programs

While we maintain the appearance of single-process, synchronous function calls for the client programs in this project; we also wish to be able to make detections and corrections which may be asynchronous in nature. Onto each send interceptor chain and receive interceptor chain (one per proxy and one per target) we have the ability to attach a program, to which many components may be added, each of which contains a number of actions. The program is roughly equivalent to a SIEFAST program using guarded commands with the following perceived differences:

1. It can be added to a system that is already running

2. Components (containing new actions) can be added to the program while it is running

3. Guards may be strengthened or weakened while the program containing them is running.
4. A subset of actions, labeled synchronous actions, are scheduled simultaneously when a message is received from the underlying user program, rather than individually according to the scheduler.

This combination of capabilities allows us to perform composition of detectors and correctors while the underlying program is running and also while the detector or corrector itself is running. This can be particularly useful if it is necessary to hot-swap one component with another.

6.3.2 Program components

The program serves two primary functions. The first is to provide an attachment point for program components. The second is to schedule asynchronous actions within the program components. The component contains the state it needs to operate and is responsible for adding its actions to the scheduling program. Program components are added to programs using setup objects that contain a string identifier, capable of uniquely identifying that component within the space of the program, and set of arguments that customize the component to fit the particular underlying program or other component to which it is being attached. In this way one component may be added to different programs if necessary to fulfill multiple roles.

6.3.3 Actions

In the same way, actions may be added to programs after they have been started, by using the AddAction method of the program. Should the new action require access to the state of any of the existing program components in the program, it can obtain a reference to the component using the identifying string that was originally used to add the component to the program.
Figure 6.3: Diagram of the set of programs, program components, and actions within a system. A program may be attached to any interceptor. In turn, it may contain any number of components, each of which contains actions and state. Actions contain guards and statements. The guards of any of the actions may be strengthened or weakened at run-time, more actions can be added to a component, and more components to a program. Newly added program components have full access to the state of previously added components. In this way, components may be composed at run-time and the total system impact can be limited to the set of actions whose guards must be strengthened for safety purposes and the overhead of loading and running the new components.
Finally, each action is itself labeled, so that it may be uniquely identified within a program, and its guard strengthened or weakened as appropriate when program components are composed, using the \textit{AddCondition} method, that takes a boolean function, identifying string, and operand (and or or) for its arguments. The resulting function is either the conjunction or disjunction of the existing guard function and the new one accordingly, and is now named by the new identifying string. These actions may be scheduled in one of two ways, asynchronously or synchronously.

Asynchronous actions are scheduled by the program’s scheduler, and run independently of any other events occurring in the system. One action is selected from the list, its guard is evaluated, and if true, the statement is performed.

Synchronous actions are scheduled whenever the \textit{InterceptMessage} method of the interceptor attached to the component is called. For these actions, the guards are evaluated in parallel, each guard is evaluated, and, after all of the guards have been evaluated, the corresponding statements for every guard that evaluated to true are executed. This is similar to the input action paradigm of Nancy Lynch’s IO Automata [19] whereby all input actions are fired when a corresponding output action is fired, and is used for all actions that either can or must be executed as soon as a message arrives.

In this way program components are able to perform a wide variety of actions that occur either as a result of system events or their own scheduling, and either of these types of actions may be updated while the system and components are running.
6.3.4 Resulting capabilities

The ability to modify the actions and state of running programs in the above fashion allows direct support for the types of actions that are required for the composition of detectors and correctors to be performed at run-time. This means that we can plan system changes according to the properties of these compositions, while only affecting a small portion of the actions involved. As we demonstrated in the case of component swapping, we can even get different components to do this themselves. From a programmatic point of view, the convention of naming, retrieving, and modifying components according to identifying strings that are unique within the program space allows us to not only reuse lower-level components in different programs within the same system, but also to reuse their names. So if component $A$ and component $B$ were refinements of different sequential compositions (in our case, programs, but this will be generalized in future work) and had no properties or subcomponents named $up$ for example, this component could be added to either or both at run-time. Furthermore, corresponding subtypes could automatically be created that safely referred to $A.up$ or $B.up$ respectively. For instance, if we wanted to change the tolerance of a given program from non-masking to masking, we could add a condition containing the safety predicate or a witness to it to all of the potentially unsafe actions as described by Arora and Kulkarni in [20].

6.4 Installing and maintaining tolerance components according to relevance and scope predicates - protocols, protocol groups, and templates

We have seen how we can add functionality to a single program, attached to a send or receive interceptor on a single target or proxy. In all likelihood, more interceptors
will be required to provide additional tolerance to a given system. In the first place, certain actions may be required when the response to a message is returned to the sender as well as when the message itself is sent. Secondly, many proxies and/or corresponding targets may need to run the same program or set of programs to add the desired tolerance properties to a system. We define a protocol to be a set of programs working together to add a desired tolerance property to a particular target to proxy relationship, a protocol group to be a set of protocols addressing a common concern across a set of components within a system, and a template as a mechanism for locating the members of a protocol group within a system.

6.4.1 Templates

We will begin with the template, because it provides the foundation for not only how, but why the other two entities exist. The template is simply an object that takes a second in as an argument, and applies a Boolean match function to that object and a target item. As discussed above, the target item contains information to view and/or modify any information about the target, as well as a mapping from it to the proxies that reference it, and any tolerance components attached to itself or its proxies. This allows a manager to inquire about a target’s state, the number of users it has, and the set of tolerance components that have thus far been added to it or its proxies. In short, this provides the manager a means to express the relevance predicates defined earlier in this paper. Each platform has the capability of presenting this inquiry to all connected platforms within a system, thereby locating the set of target items that match a given concern.
6.4.2 Protocol groups

A protocol group is responsible for maintaining a list of all target items of interest within a system, and assigning each to its appropriate protocol, maintaining a list of protocols as well. The group of items is the relevance group as defined earlier in this paper and it is the job of the protocol group object to detect whether any item in the system is a member of this group, and if so, apply the necessary detection or correction protocol to it. The default implementation of the group is first to locate all relevant entries in the system in a sequential fashion, and subsequently, to detect any system additions which may be relevant to the group, but a variety of detectors and correctors may be added to this group in order to make this determination more appropriately match that of the ideal detector.

6.4.3 Protocols

A protocol is responsible for maintaining the list of items that meet the scope requirements. In many, by no means all instances, this would be the set of proxies that address a target of interest. It is the protocol that installs the programs and components necessary to add the desired tolerance to a system and attaches them to the appropriate interceptors of interest. It is responsible for knowing what components need to be installed for the system to work, how to link them together to so that they achieve their common goal, and maintaining the list in order as new candidates are added and/or removed. Detectors and correctors may be combined with it in the event that the criteria for membership change over time.

We have seen that detectors and correctors can be used to perform a wide variety of tasks in a running system, facilitating their own instantiation and maintenance.
We will now look at a specific example of the system being used to create a tolerance component that is designed independently of the underlying system components it affects. It adds tolerance to an intolerant system at runtime, and continues to provide tolerance as the relevance and scope of domain of this type of protocol expands within the system.

6.5 Case study: dynamic token ring

We begin with a scenario that we have an underlying system that contains two types of objects of interest, namely resources and consumers. We further postulate that the resources were not originally intended to be used in parallel by more than one consumer, and that each individual consumer accesses the resource in a sequential fashion. We decide to implement a protocol so that consumer access to any resource occurs in a one-at-a-time fashion. Furthermore, due to the particular nature of the system, it is preferable to negotiate consumer access at the consumers as opposed to the resource for this particular application.

6.5.1 Identifying and connecting to relevant underlying system components

To begin with, we’ll want to gather up the resources of interest along with their users, grouping the users with the associated resources. This is done by creating a resource template, and passing it into the constructor along with two other arguments, a method name that the consumer program uses to acquire the resource, and one it uses to release the resource. If the resource access consists of a single method call, the user simply provides the same name for both accessing and releasing the resource.
6.5.2 Controlling resource access

If the component does not believe it owns the token when the message is received from the consumer it simply holds the message and waits, periodically checking to see whether or not it has the token, and forwarding the message when it does. Once it receives the response from the release message, it releases and forwards the token to the next waiting consumer. The protocol is very similar to Dijkstra’s token ring or the message passing version presented by Afek and Brown [10], but there are a few more states to accommodate the message passing mechanisms of the interceptor framework. The actions of the program are summarized below. (Synchronous actions will be marked sync. These actions are all scheduled every time a message is received but not at other times). For ease of exposition we have left out the specifics of message handling, address manipulation, exception handling and the like.

\[
Sync1 :: (msg = acquire) \rightarrow \text{store message, } mw=\text{true};
\]

\[
Sync2 :: (msg = release) \rightarrow \text{store releaseId as not released};
\]

\[
Sync3 :: (repMsgId = releaseId) \rightarrow \text{holdsToken=\text{false}; curSeq = inSeq; set releaseId to released;}
\]

\[
Async1 :: (isLeader \land curSeq = inSeq \land \neg holdsToken \land mw) \rightarrow \text{SendMessage; holdToken=\text{true}; increment seq;}
\]

\[
Async2 :: (isLeader \land curSeq \neq inSeq \land \neg holdsToken) \rightarrow \text{cohort.InSeq = this.curSeq;}
\]
<table>
<thead>
<tr>
<th>Knowledge of client</th>
<th>General application access provided</th>
<th>Types of protocols that can be implemented</th>
</tr>
</thead>
<tbody>
<tr>
<td>None</td>
<td>Message destinations but no semantics</td>
<td>Logging, Reliable-delivery. Process-level snapshots (assumes system level services and no more than one client per process).</td>
</tr>
<tr>
<td>High-level semantics</td>
<td>Message and target information</td>
<td>Above plus some mutual exclusion and load balancing</td>
</tr>
<tr>
<td>Source-code level semantics (no underlying code changes are required)</td>
<td>Access messages, know their meanings, know &amp; access the destinations of messages &amp; resources and can view, but not modify source code.</td>
<td>Above plus some mutual exclusion, load balancing.</td>
</tr>
<tr>
<td>Client-Proxy mapping (requires small source code changes in general case)</td>
<td>Access messages, senders, &amp; receivers</td>
<td>Above plus client state visibility and manipulation and distributed non-blocking atomic predicates. Deadlock detection and most logical transactions. Special cases of distributed non-blocking snapshots.</td>
</tr>
<tr>
<td>Application-level stack (requires introduction of a small compiler to preprocessing phase)</td>
<td>Access messages, senders, &amp; receivers, the application’s call stack &amp; local state</td>
<td>Above plus application-level distributed snapshots, complex logical transactions involving nested structures.</td>
</tr>
</tbody>
</table>

Table 6.1: Varying degrees of involvement with the underlying system and types of protocols that may implemented at that level. Client-invisibility is maintained for the first two levels. A client-proxy mapping requires changes only to the interface between the middleware and its users. Protocols which require access to the application-level stack most often require complex preprocessing and/or modification of the underlying system.
CHAPTER 7

CONCLUSIONS AND FUTURE WORK

In this chapter, we discuss the findings of the project, and the applications of the material to future work. Much has been achieved to unify modern high-level programming constructs with state-based tolerance components, to form a coherent, yet separate whole. Much needs to be done to make these components more widely usable, reusable and efficient. We will investigate our experiences and explore future areas for growth based upon them.

7.1 Conclusions

The system handles the dynamic nature of the theoretical model. Whether the tolerance component is installed before most of the system components or at the very end, the results are equivalent; accesses of components deemed relevant that had been allowed to occur in parallel are brought in line with the rest of the system and controlled sequentially. Accesses of components not deemed relevant are left unaffected. We have a highly dynamic framework, which can be used to create components that may be reused and composed at a very granular level in a running system. We have shown that the predicate-based design allows for a naturally adaptable system and the detector-corrector formalism allows us to reason about the correctness of a
dynamic system in a piecewise fashion, simplifying the task. We have shown that
the composition of detectors and correctors provides a natural mechanism to provide
them with further ability to adapt themselves not only to their environment, but
also their task as these may change at runtime. Furthermore, we have isolated and
defined a boundary defining the types of components that can and cannot be created
in a client-invisible fashion within the interceptor bounds of a middleware framework.
Lastly, we have defined a relatively small violation to the principle of client-invisibility
that allows us to acquire complete control over a client’s public and private state, and
identified the level of preprocessing necessary in order to access local variables and
parameters.

7.2 Future work

Despite these successes, much work remains to make the system more efficient,
user-friendly, and powerful. The introduction of strong, flexible visualization and
testing tools, possibly including a model checker, will be essential for the development
of evolvable reliability components within an evolving environment. To afford the full
flexibility of run-time component maintenance, we propose the introduction of client-
awareness into a middleware layer upon which a detector-corrector system is built,
extending the potential for reusability of many peer-to-peer style components. The
extension of this client-awareness to include local variables and (locally populated) call
stack information of both clients and targets introduces a large degree of preprocessing
into the system, but also provides greater ability to study and control system behavior.
To meet the expectations of the synchronous system inside of which this is built, we
have created synchronous action lists as well as asynchronous actions. We believe that
tolerance and simplicity may both be served by modeling all of these as asynchronous actions, but attaching some to specified system events for immediate scheduling. New iteration mechanisms are advised for composition objects whose membership is likely to change and or be changed as the objects within compositions are traversed. We also note that this system is primarily designed to work once a designer knows roughly what may require correction within a system and what conditions need to be true once that correction has taken place. Discovering problems and their root causes is likely to be a much less deterministic process where anomalous and/or suspect patterns of system behavior are brought to the attention of human beings that examine and make sense out of the data. This type of research does not necessarily lend itself to the pattern of specifying a predicate that should be true when investigation is started and specifying another that you know will be true when the investigation is complete.

Finally, as middleware technologies grow, a variety of pub-sub and other services are emerging that provide different types of guarantees than those of traditional middleware systems, many of them less synchronous and less deterministic. While it seems that detector and corrector components are a natural approach to queries that may not demand immediate and/or perfect information, there may be modifications to their interfaces that make them better able to respond efficiently to less deterministic queries. The guarantees provided by detectors and correctors may also be positively influential on the types of high-level interfaces that future middleware services provide.
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