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**ABSTRACT**

Android apps often contain third-party libraries. For many programs, it is important to identify the library code in a given closed-source Android app. There are several clients of such library detection, including security analysis, clone/repackaging detection, and library removal/isolation. However, library detection is complicated significantly by commonly-used code obfuscation techniques for Android. Although some of the state-of-the-art library detection tools are intended to be resilient to obfuscation, there is still room to improve recall, precision, and analysis cost.

We propose a new approach to detect third-party libraries in obfuscated apps. The approach relies on obfuscation-resilient code features derived from the interprocedural structure and behavior of the app (e.g., call graphs of methods). The design of our approach is informed by close examination of the code features preserved by typical Android obfuscators. To reduce analysis cost, we use similarity digests as an efficient mechanism for identifying a small number of likely matches. We implemented this approach in the O RLIS library detection tool. As demonstrated by our experimental results, ORLIS advances the state of the art and presents an attractive choice for detection of third-party libraries in Android apps.
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**1 INTRODUCTION**

The mobile app market has grown rapidly in the past decade. Android has become one of the largest mobile application platforms, with about 3.5 million apps in the Google Play Store [3], generating about 31 billion USD revenue [8]. Some apps contain sensitive private information or valuable business logic. Due to security considerations, as well as intellectual property concerns, developers often release closed-source application. To further hinder decompilation tools and manual reverse engineering, apps are additionally protected using obfuscation. There are several available choices of obfuscation tools, including an obfuscation component in the default Android IDE. An earlier study [55] estimates that about 15% of Google Play apps are obfuscated, and more recent studies indicate even wider use of obfuscation [55].

Android apps often contain third-party libraries. Some usage statistics gathered commercially track 450 popular libraries [2] and show that many of them have significant usage in the Android ecosystem. For example, advertisement libraries, social networking libraries, and mobile analytics libraries are very popular. Some apps use more than 20 third-party libraries [35]. Developers use these components to monetize their apps, integrate with social media, include single-sign-on services, or simply leverage the utility and convenience of libraries developed by others.

Program analysis of Android apps often requires detecting or removing third-party library code as a pre-processing step, since the libraries could introduce significant noise and could substantially affect the results of many analyses. Such library detection may be needed for security analysis [4, 6, 21, 27, 41, 43, 58, 59], clone and repackaging detection [14, 26, 61], and library removal and isolation [49, 60]. The use of libraries can also have security and privacy implications [5, 9, 20, 22, 28, 42, 43, 49, 52–54]—for example, malicious libraries or unintended security vulnerabilities in library code could lead to leaks of sensitive data.

Library detection is complicated significantly by app obfuscation. Attempts to match package/class names or method signatures with ones from known libraries are easily thwarted by the renaming typically done by Android app obfuscators. It is highly desirable to develop obfuscation-resilient third-party library detection. There have been several efforts and research tools aiming to solve this problem. However, as discussed in the next section, these tools have various limitations.

**Our contributions.** We performed an investigation of popular obfuscators and characterized their features that hinder library detection. We then studied how existing advanced publicly-available library detection tools perform in the presence of such features. Although some of the state-of-the-art tools are intended to be resilient to obfuscation, we argue that there is still room to improve recall, precision, and analysis cost.

Based on these observations, we propose a new approach to detect third-party libraries in obfuscated apps. The approach relies on obfuscation-resilient method-level and class-level information. The richness of this information is significantly higher than what is commonly used by library detection tools—for example, it considers transitive calling relationships between methods, as well as the structural relationships in class hierarchies and methods defined...
in them. These features capture the inter-procedural structure and behavior of the app. This is in contrast with existing approaches, which conceptually consider analysis of each separate method but not the relationship between methods—that is, intra-procedural analysis. The design of our approach is informed by close examination of the code features preserved by typical Android obfuscators. The resulting library detection approach exhibits higher precision and recall than prior work of similar nature.

Library detection may have to be performed at large scale—for example, when app-market-scale analyses are applied for clone detection and security analysis. To reduce the cost of the analysis, we use the machinery of similarity digests [16, 32, 39, 45]. Such digests are similar to cryptographic hashes such as MD5 and SHA, but with the additional property that a small change in the data object being hashed results in a small change to the hash itself. In our context, similarity digests provide an efficient mechanism for identifying a small number of likely matches. The use of such digests, rather than more traditional hashes, is critical: due to obfuscation, the library code that is preserved in the obfuscated app does not match precisely the code in the original library; thus, direct comparison of hash codes is not possible. We explore several similarity digests and demonstrate empirically that different ones are needed for different aspects of the library detection process.

We implemented this approach in the Orlis tool, which performs obfuscation-resilient library detection using interprocedural code features and similarity digests. Our experimental evaluation studies the effects of various choices in the analysis implementation, and then compares precision/recall with the state-of-the-art LibDetect tool [26]. As demonstrated by our results, Orlis presents an attractive choice for detection of third-party libraries in Android apps. Our tool and benchmarks are available at http://web.cse.ohio-state.edu/presto/, for the benefit of other researchers and tool builders.

2 BACKGROUND

2.1 Android Obfuscation

Code obfuscation is commonly used to protect against reverse engineering. A variety of obfuscation tools for Android are available—for example, the ProGuard tool included in the Android Studio IDE from Google. Many released Android apps are obfuscated [55] since the unobfuscated bytecode is relatively easy to decompile using a number of existing tools (e.g., [50]). When obfuscation is applied, reverse engineering becomes much harder [30].

In our study we investigated three obfuscators: ProGuard [44], Allatori [1] and DashO [18]. They are widely used in Android development. As mentioned earlier, ProGuard is part of Google’s Android Studio. Allatori is a tool developed by a Russian company, with corporate clients such as Amazon, Fujitsu, and Motorola. DashO is another commercial tool, produced by a company with thousands of corporate clients.

The features of each obfuscator is summarized in Table 1. All three can obscure identifier names, method names, class names, and package names. Moreover, the values of the new names can be customized, which means that developers can have their own unique renaming schemes. In addition, the tools can modify the package hierarchy, in particular (1) repackaging classes from several packages into a new, different package and (2) flattening the package hierarchy. Both Allatori and DashO can modify the code’s control flow and encrypt the constant strings in the program. Finally, the tools can remove unused code (“Code removal” in the table) and add their own utility methods in the new code (“Code addition”).

Note that all three tools can be easily configured to merge the app code with the code of included third-party libraries, and obfuscate this combined code. Such a setup obfuscates the interfaces between the app and its libraries, hides the library features being used by the app, and reduces code size (e.g., unused library classes/methods can be removed). However, this obfuscation makes library detection significantly harder, as described below.

2.2 Existing Library Detection Tools

Given the APK for an (obfuscated) Android app, the goal of library detection is to determine which components of the app belong to some third-party library that was used by the app developers. The granularity of the answer is typically considered at two levels: package level and class level. In package-level matching, a package in the package tree of the app is determined to be from some library. In class-level matching, a class in the app code is detected to be a library class. Package-level matching has a number of limitations, as described below. For the purposes of subsequent analyses (e.g., app clone detection [26]), class-level matching is both more general and more useful.

There are currently two approaches for recognizing third-party libraries in Android apps. The first is to identify a component that occurs in many apps, and to consider it to be an instance of some unknown library. The specific library that was the original source of the component remains undetermined. The second approach is based on a database of known libraries. In this case, given an never-before-seen app, the analysis determines which libraries from the database are present in the app.

2.2.1 Detection of unknown libraries. Several approaches perform library detection without having a database of known libraries. Such approaches divide an app into components which are regarded as library candidates. Then a similarity metric or a feature-based hashing algorithm is used to classify these candidates. If a group of similar candidates exists in many different apps, components in that group are considered instances of the same unknown library.

<table>
<thead>
<tr>
<th>Table 1: Obfuscator features.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Identifier renaming</td>
</tr>
<tr>
<td>Method renaming</td>
</tr>
<tr>
<td>Class renaming</td>
</tr>
<tr>
<td>Package renaming</td>
</tr>
<tr>
<td>Code addition</td>
</tr>
<tr>
<td>Code removal</td>
</tr>
<tr>
<td>String encryption</td>
</tr>
<tr>
<td>Repackaging/Package flattening</td>
</tr>
<tr>
<td>Control flow modifications</td>
</tr>
<tr>
<td>Customized configuration</td>
</tr>
</tbody>
</table>
An advantage of this approach is that there is no need to maintain a library database. One example from this category is the approach used by Chen et al. [12], which mined libraries from a large number of apps. However, when obfuscation is considered, this approach cannot perform well because several key assumptions are violated. The first assumption is that all instances of a library included by different apps have the same package name. This assumption is the basis of clustering algorithms used in similarity-based library identification. However, using off-the-shelf obfuscators, it is easy to violate this assumption.

Some researchers have considered the possibility that using package names makes library identification less robust. A recent tool called LibRadar [37] uses an algorithm that takes obfuscated package names into consideration. LibRadar classifies library candidates through feature hashing and therefore does not need package-name-based clustering. However, LibRadar recognizes library candidates according to the directory structures of packages. In particular, it requires a library candidate to be a subtree in the package hierarchy. This is another assumption that is easily violated through standard transformations available in obfuscation tools (as illustrated in Table 1). LibD [34] is another tool that does not rely on the hierarchy of the package tree, but instead uses the relationships among packages—e.g., inclusion and the inheritance relationships between classes across different packages. However, these relationships can be dramatically changed by obfuscation because classes from several packages may be merged into one single package.

Tools from this category (e.g., WuKong [56] and AnDarwin [15]) may also use features such as the number of different types of instructions, a method’s control-flow graph, or the number of API calls, in order to define hashes for methods or classes. These hashes are compared during matching, with hash equality used as evidence of a precise match. This is problematic because obfuscation may (1) modify a method’s control-flow graph, (2) remove unused methods and classes, and (3) add new utility methods. All three of these changes are illustrated in Table 1. Such changes modify method hashes and class hashes. To summarize, existing work on detection of unknown libraries is not resilient to obfuscation because it lacks prior knowledge of possible libraries and the detection is entirely based on obfuscation-sensitive similarity metrics.

2.2.2 Detection using a repository of known libraries. The alternative approach, which relies on knowledge of existing libraries (using some pre-assembled repository of such libraries), is more promising when dealing with obfuscation. A representative example of a tool from this category is LibScout [5]. This tool’s matching is based on the package structure and hashes of classes in the package. Class hashes themselves are based on hashes of simplified (“fuzzy”) forms of method signatures. Although robust against control flow modification and package/class/identifier renaming, LibScout is not fully resilient to obfuscation. For example, flattening the package hierarchy would still defeat this approach because the package hierarchy is modified and the boundaries between app and library code become blurred. Another problem is the removal of unused library code, or the addition of obfuscation-tool-specific utility methods. As a result of these changes, it is common for an app to contain a strict subset of the set of classes and methods that are observed in the library code inside the database. This happens when the obfuscation tool removes library methods and classes that are not used, directly or transitively, by the app code. This causes mismatches for class hashes and the ultimate failure of library detection. Our experience with various obfuscation tools [57] confirms that such code changes are common in practice.

Currently, the most sophisticated tool in this category is LibDetect, which is a component of the CodeMatch tool for app clone and repackaging detection [26]. The evaluation of LibDetect indicates that it outperforms alternative approaches [33, 37]. This approach uses five different abstract representations of a method’s bytecode to match app methods against library methods. Then a mapping between an app class and a library class is established according to method matches. The approach is resilient to many obfuscation techniques, including package renaming and removal of unused library code. However, the bytecode in a method’s body can change in a variety of ways during obfuscation. A few examples of such changes are adding dead code (unreachable statements as well as spurious conditionals with dead branches), replacing statements with equivalent constructs (e.g., changing an if-then to a try-catch), and modifying expressions to use different operators (e.g., replacing multiplication with bitshift). These bytecode changes can affect the code representations used by LibDetect and the matching based on them. Section 4 presents a detailed comparison of the library detection performance of LibDetect and ORLIS.

There are other studies that use pre-computed information about known libraries to detect libraries in Android apps. For example, AdRisk [28] proposes to identify potential risks posed by advertisement libraries; they use a whitelist of such libraries. Book et al. [9] also use a whitelist of advertisement libraries to investigate library changes over time. For Android app clone detection, Chen et al. [11] use a library whitelist to filter third-party libraries when detecting app clones. Because such approaches only compare package names, they cannot handle aggressive obfuscation.

To summarize, none of the existing tools are highly resilient against the code modification features that are easily available in popular obfuscators. This motivates our work to develop a new library detection approach with better resilience to a wide range of obfuscation transformations.

3 ORLIS: AN OBfuscation-RESilient APPROACH FOR LIBRARY DETECTION

We developed a library detection approach that belongs to the second category described in the previous section: a given obfuscated app is compared against a repository of known libraries, and high-likelihood matches are reported to the user. However, unlike existing tools, we do not consider the app package structure and the detailed method body bytecode, because they can be modified significantly by obfuscation. The output of our approach is class-level mapping between application code and library code: for each app class, the analysis reports (1) whether this class likely originated from one of the libraries in the repository, and (2) the specific library class that is the most likely match for the app class. As discussed earlier, class-level matching provides essential information for subsequent analyses such as app clone/repackaging detection. Furthermore, the reported app-to-library matching is injective: at most one app class is matched with a particular library class.
3.1 Assumptions About Obfuscation
Our approach is based on several assumptions derived from our studies of Android obfuscators (Section 2). Prior work on library detection typically does not define or validate its assumptions on the properties of obfuscation. As a result, it is hard to reason about the generality of various techniques and to perform systematic comparisons between them.

3.1.1 Method-level assumptions. We assume that a method from a library is either included in the app as a separate entity, or not included at all. This means that during obfuscation, a method is neither split into several new methods, nor merged with another method. We also assume that the number and types of method formal parameters are preserved, as well as the return type. Of course, we need to assume that the name of the method could have been modified by the obfuscator. Similarly, if a method parameter/return type is defined by a library class, it is possible that this class was renamed by the obfuscator—both in the class definition and in the method signature.

Our approach also assumes that regardless of changes to the method body (e.g., modifications to the method’s control-flow graph, changes to statements and expressions, addition of unused code), the calling relationships between two library methods are preserved. Specifically, we assume that if method m1 contains a call site that may call m2 at run time, and the obfuscator includes m1 in the app, it will also include m2 and will preserve the corresponding call site inside m1. We have not observed obfuscators that violate this assumption; one reason may be that removal of such call sites (e.g., via inlining) is complex to implement and could introduce semantic errors due to polymorphic calls, reflection, and dynamic class loading.

3.1.2 Class-level assumptions. Another group of assumptions relates to the properties of library classes. As with methods, we assume that a library class is either fully excluded from the app, or included as a separate entity and not split/merged. We also assume that library classes may have been renamed, but the class hierarchy is preserved—that is, if a library class C is included in the app, so is the chain of C’s transitive superclasses. In addition, we assume that some methods from C may have been removed by the obfuscator, but the ones that are preserved are still members of C after obfuscation. Note that the obfuscator may have added new methods to C—for example, we have seen cases where an obfuscator adds utility methods for string decryption.

3.2 Code Features and Detection Workflow
Based on these assumptions, we define a set of code features used for library detection. First, for each method in a library or in an analyzed app, we use a fuzzy signature as defined by others [5]. These signatures are used to build a fuzzy call graph for each method, which is then mapped to a string feature for the method (Section 3.3). The method features for a library are used to create a library digest; a similar app digest is built from the features of app methods (Section 3.4). Method features are also used to compute a class digest for each class, based on the methods appearing in the class and in its transitive superclasses. In all cases, similarity digests are used (Section 3.5).

3.3 String Features for Methods
Fuzzy signatures are computed as follows. Given a method signature containing a name, parameter types, and return type, a simplified signature is created by (1) removing the method name and (2) replacing all classes defined in the library/app with a single placeholder name. Names of Android framework classes and Java standard library classes remain unchanged. For example, if we consider a library method with signature int methodA(android.view.View, ClassA, int, java.lang.String), the corresponding fuzzy signature is int(android.view.View,X, int, java.lang.String). Here View and String are standard library classes that would not be renamed by an obfuscator, while library class ClassA is replaced with a placeholder X because obfuscation may change its name when the library is included in an app and that app is obfuscated.

Recall the assumption that (transitive) calling relationships between methods would not be affected by obfuscation. If a library
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method \( m \) is included in an obfuscated app, \( m \)'s call graph in the library (i.e., \( m \), its transitive callees, and the call edges between them) would be a subgraph of \( m' \)'s call graph in the app. Note that we cannot claim that the two call graphs are identical: it is possible that there are extra callees of \( m \) in the app due to (1) app subclasses that override methods defined in library superclasses, and (2) calls to utility methods inserted by the obfuscator. One can try to determine whether \( m \) is present in a given obfuscated app by (1) constructing \( m \)'s call graph in the library, (2) constructing the app’s call graph, (3) replacing each method in the graphs with its fuzzy signature, and (4) searching for an isomorphic subgraph. Unfortunately, subgraph isomorphism is a classic NP-complete problem.

Instead, we use a string representation of the fuzzy call graph of each method in a library or an app to define features that are then used to create similarity digests. Specifically, consider a library with a set of methods \( \{m_1, m_2, \ldots, m_n\} \). For each method \( m_i \), we compute a feature \( f_i \): a string containing the fuzzy signatures of all methods reachable from \( m_i \) in the library call graph, including \( m_i \) itself. To make \( f_i \) deterministic, the fuzzy signatures are sorted alphabetically and then concatenated to create the final string feature \( s_i \). The same approach is used to define a feature \( f_j \) for a method \( m_j \) in a given obfuscated app.

### 3.4 Stage 1: App-Library Similarity

As described earlier, the purpose of this stage is to determine the similarity between an app and a library in order to filter out libraries that are unlikely to be included in the app. For each app (or library), a string feature \( f_{\text{app}} \) (or \( f_{\text{lib}} \)) is computed based on the method string features described above. The string features for the methods are sorted alphabetically and then concatenated, as illustrated in Figure 2a. A digest is computed from this feature. The pre-computed digests in the library repository are compared for similarity with the digest of the given obfuscated app. Experimental results presented in Section 4 show that this approach is very effective in filtering out a large number of libraries.

### Algorithm 1: Class-level mapping

**Input:** SortedPairs: list of \( \langle ac_i, lc_j \rangle \) sorted by \( s_{ij} \)

1. \( \text{Result} \leftarrow \{\} \)
2. \( \text{AppClasses} \leftarrow \{\} \)
3. \( \text{LibClasses} \leftarrow \{\} \)
4. for each \( \langle ac_i, lc_j \rangle \in \text{SortedPairs} \) in order do
   5. if \( s_{ij} \leq \text{threshold} \) then
      6. break
   7. if \( ac_i \in \text{AppClasses} \) then
      8. continue
   9. if \( lc_j \in \text{LibClasses} \) then
      10. continue
11. \( \text{AppClasses} \leftarrow \text{AppClasses} \cup \{ac_i\} \)
12. \( \text{LibClasses} \leftarrow \text{LibClasses} \cup \{lc_j\} \)
13. \( \text{Result} \leftarrow \text{Result} \cup \langle ac_i, lc_j \rangle \)

### 3.5 Stage 2: Class Similarity

Stage 2 determines a mapping from app classes to library classes. Suppose an app has a set of classes \( S_{\text{app}} = \{ac_1, ac_2, \ldots, ac_n\} \) and a set of candidate libraries \( \{lib_1, lib_2, \ldots, lib_k\} \) as determined by Stage 1. Let \( S_{\text{lib}} = \{lc_1, lc_2, \ldots, lc_m\} \) be the union of the set of classes in \( lib_i \) over all \( i \).

For each class in \( S_{\text{app}} \) or \( S_{\text{lib}} \), a string feature is computed as illustrated in Figure 2b. Consider a class \( C_0 \) and the chain of its superclasses \( C_1, C_2, \ldots, C_k \), accounting only for classes that are defined in the app (or the library)—that is, excluding classes such as \( \text{java.lang.Object} \). As discussed earlier, we assume that if \( C_0 \) is included in the app, so are all \( C_i \) in this list. Let \( M_i \) be the set of methods defined in \( C_i \). We consider the string features of all methods in \( M_i \), sort them alphabetically, and concatenate them to obtain a string \( s_i \) \((0 \leq i \leq k) \). Then the concatenation of \( s_0, s_1, \ldots, s_k \) (in that order) defines the string feature for \( C_0 \). Finally, a digest of this string is computed.

A pair-wise similarity score \( s_{ij} \) is computed for classes \( ac_i \) and \( lc_j \) by comparing their class digests. Then all pairs \( \langle ac_i, lc_j \rangle \) are sorted based on \( s_{ij} \) and the sorted list is processed using Algorithm 1. The resulting class-level mapping is clearly injective.

### 3.6 Implementation

To evaluate this approach, we implemented it in the Orlis tool. The library/app bytecode is analyzed using the Soot [50] analysis framework. The call graph is computed using class hierarchy analysis to resolve polymorphic call sites. Digest sdeep [51] is used in Stage 1, while digest sdeep [51] is used in Stage 2. This choice of digests is discussed in Section 4.

To determine the set of transitive callees for each method, we first identify the strongly-connected components (SCC) in the call graph. They are used to create the SCC-DAG, in which nodes are SCCs and an edge represents the existence of a call graph edge that connects two SCCs. Reverse topological sort traversal of the SCC-DAG is then used to compute, for each SCC, the SCCs transitively reachable from it. The method features are derived from this information.

### 4 EVALUATION

Our experimental evaluation had two main goals: (1) to study the effects of design choices in the performance of Orlis, and (2) to
compare Orlis with the state-of-the-art LibDetect tool. Evaluation
considered precision, recall, and analysis running time. All experi-
ments were performed on a machine with an Intel Core i7-4770
3.40GHz CPU and 16GB RAM. The reported running time is the
sum of user CPU time and system CPU time.

4.1 Evaluation with Open-Source Apps

Two different data sets were used in our evaluation. The first one, de-
noted by FDroidData, is obtained from the F-Droid repository [23].
The second data set, denoted by LibDetectData, is based on the data
used in the evaluation of the LibDetect tool [26]; details of this data
set and its uses are presented in Section 4.2.

To collect FDroidData, we gathered apps with available source
code from a variety of app categories and tried to build them with
the Gradle tool; 282 apps were built and used to construct our data
set. A total of 453 unique library jars were included in this set of
apps. These jars formed the library repository for this data set. The
apps were then obfuscated by us. The app source code is necessary
because (1) the obfuscators are applied to Java bytecode constructed
from the source code, and (2) we can determine which third-party
library jar files are included in the build process.

We attempted to obfuscate each app using the tools described in
Section 2: ProGuard, DashO, and Allatori. The number of resulting
apps is shown in Table 2. The numbers differ across obfuscators
because sometimes an obfuscator may fail to obfuscate an app. The
obfuscators were executed in a configuration that includes the third-
party libraries in the scope of obfuscation, and performs package
flattening and renaming. As discussed in Section 2, such obfuscation
is not handled by many library detection tools. LibDetect [26],
which according to its evaluation represents the most advanced
current approach in terms of precision and recall, is designed to
handle this issue. We used FDroidData (which contains the total of
659 apps from Table 2) to compare the performance of Orlis and
LibDetect. In addition, this data set was used to study the effects of
various similarity digests and thresholds in the design of Orlis.

4.1.1 Comparison with LibDetect. For each obfuscated app in
this set, we established the ground-truth mapping from app-included
library classes to the library classes in the library repository, using
the logs provided by the obfuscation tools. We then considered the
sets of pairs (app class, library class) reported by Orlis. For each app,
the precision for this app was computed as the ratio of the number
of reported true pairs to the total number of reported pairs. Recall
for an app was computed as the ratio of the number of reported
true pairs to the total number of true pairs. The F1 score for each
app was also computed (2 times the product of recall and precision,
divided by the sum of recall and precision). Similar metrics were
computed for LibDetect. That tool outputs information at the pack-
age level (i.e., pairs of packages). We modified the tool to print the
set of class-level pairs used to compute the package-level pairs, and
used those class-level pairs to compute recall and precision.

<table>
<thead>
<tr>
<th>Table 2: Apps in FDroidData</th>
</tr>
</thead>
<tbody>
<tr>
<td>#Apps</td>
</tr>
<tr>
<td>-------</td>
</tr>
<tr>
<td>203</td>
</tr>
</tbody>
</table>

The results of this experiment are presented in Table 3. Each
cell in the table shows the average value across all apps in the data
set. In these experiments Orlis was configured with sdhash for Stage 1 and ssdeep for Stage 2, as described below. We examined
manually the output of LibDetect to determine the reasons for the
reported low recall. We observed that the tool computes a relatively
small number of matching class pairs; a possible explanation is
that the approach does not consider methods whose size is below a
certain threshold. When mapped to package-level information, the
recall increases significantly. This can be observed in the results
presented in Section 4.2, which describes another comparison with
LibDetect.

4.1.2 Selection of similarity digests. At present, there are four
popular public implementations of similarity digests that could be
used for our purposes: sdhash [45], ssdeep [52], TLSH [40], and
nilsimsa [16]. All of them are able to (1) generate a digest for a
given byte array, and (2) compute a similarity score between two
digests to indicate the similarity of the represented byte data. Their
similarity score metrics are shown in Table 4. The scores for sdhash,
ssdeep and nilsimsa are in a fixed range. For data without any
similarity, the similarity score is 0. TLSH uses a similarity score of
0 to indicate that the compared digests are identical. As the
digest difference increases, so does the similarity score, without
any pre-defined bound.

Figure 3a shows how Stage 1 filtering performs when using these
digests. Recall that this stage compares an app digest with each library
digest in the repository, in order to determine which libraries are likely to have been included in the app. Conservatively,
the tool reports a library as a possible candidate if there is any
similarity between the digests. For sdhash, ssdeep, and nilsimsa
this means a similarity score greater than zero. TLSH does not have
a pre-defined value to represent no similarity; we used 300 because
this is the value used in the tool’s own evaluation [39]. Given the
reported candidate library jars, we can compute precision, recall,
and F1 score for each app. The averages of these measurements
over the apps in the data set are presented in Figure 3a. When
gathering and analyzing these measurements, we found that the
results were skewed if the repository contained several versions
of the same library, and each was treated as a separate library
for computing these metrics. Thus, for Figure 3a, we computed the
metrics by treating different versions of the same library as
being the same entity (in the numerator and denominator of recall.

<table>
<thead>
<tr>
<th>Table 3: Comparison with LibDetect on FDroidData</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
</tr>
<tr>
<td>-----------------------------</td>
</tr>
<tr>
<td>LibDetect</td>
</tr>
<tr>
<td>Orlis</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
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Among the four choices, sdhash exhibits the highest F1 value and the best trade-off between recall and precision. Thus, we used this choice for the remaining experiments described in this section. The average number of candidate library jars per app is around 22, which is only 5% of the total number of libraries in the repository. The results are similar for the LibDetectData dataset described later: the average number of candidate library jars per app is also around 22, for a repository containing 7519 library jars. This is a promising indication that the number of candidate libraries produced by Stage 1 is independent of the total number of libraries. Note that depending on the desired trade-offs of the tool, another choice of a similarity digest could be made. For example, recall can be increased with TLSH and nilsimsa, at the expense of precision; as a result, fewer libraries would be filtered and the cost of subsequent Stage 2 matching would increase.

Figure 3b shows the performance of Stage 2. This stage compares app classes with classes in the candidate library jars. Recall from Algorithm 1 that class pairs are processed in sorted order of their similarity scores: decreasing order for sdhash, ssdeep, and nilsimsa and increasing order for TLSH. In addition, a pair is considered only if its similarity score exceeds a pre-defined threshold (or is below that threshold, for TLSH). The default thresholds are the same as the ones for Stage 1: 0 for sdhash, ssdeep, and nilsimsa and 300 for TLSH. The effect of different threshold values is studied further in Section 4.3. For each app in FDroidData, we computed precision and recall as described earlier. The results for ssdeep in the figure match those in Table 3. As the measurements show, ssdeep has the best recall, precision, and F1 score.

It is worth noting that sdhash and TLSH require certain amount of data: in order to compute a digest, the data size should exceed 512 bytes and 256 bytes, respectively. In FDroidData, only about 40% of library class features exceed the 512 byte threshold and about 51% exceed the 256 byte threshold. Classes for which this threshold is not met do not have digests and do not appear in the reported mapping. This causes the low recall for sdhash and TLSH.

We further examined various missing and mis-mapped classes. Most of them have very simple call graphs; some even have no callees at all. As a result, their string features are very short and likely to be similar. This leads to a high chance of digest similarity (or no digest at all) and makes them indistinguishable.

We also measured the running time of the four digest functions. There are two components to this cost. The first one is digest building, which is the time to calculate the digest value based on the given string feature. The second component is digest comparison, which computes a similarity score based on the digest values. Figure 4 shows measurements for both components. “Digest building” represents the time to calculate digests for the 659 apps and 453 libraries in FDroidData, while “digest comparison” is the time to compute the similarity scores between apps and libraries in Stage 1 and between app classes and library classes in Stage 2. The results show that nilsimsa is significantly more expensive than the remaining digests. For digest building, the other three choices do not show substantial differences: all three complete in around 5–6 minutes. For digest comparison there are more significant differences in running time. Although slower than TLSH, sdhash and ssdeep can complete the digest comparison in less than 200 minutes. Taking
into account the recall, precision, and cost of each digest function, we decided to use sduash in Stage 1 and sdeep in Stage 2 of Orlis.

### 4.2 Evaluation with Closed-Source Apps

The second dataset we used, denoted by LibDetectData, is based on the data set used for the evaluation of the LibDetect tool [26]. As mentioned earlier, this tool presents the state of art in Android library detection. In order to compare the performance of Orlis with LibDetect, we used data made publicly available by the authors of this work.[1] We tried to collect the same data used in the evaluation of LibDetect and to use the exact same metrics. In this prior work, 1000 apps were collected from five different app stores. Then, the ground truth for those apps was constructed manually. Since the authors of LibDetect were unable to distribute these apps, we searched for and downloaded the apps with the same names. To ensure that the app is the same as the one used in the evaluation of LibDetect, we matched all app packages with ones in the ground truth from LibDetect’s web site [13]. If any package name did not match, we considered this as evidence that we may have a different version of the app, and removed that app from the data set. As a result, we were able to obtain 712 apps that matched ones used in this prior work. To gather the libraries used in the repository, we attempted to download all libraries used in LibDetect’s experiments, based on the library URL from the same web site. We successfully obtained 7519 libraries out of the 8000 listed at the web site. Some libraries are missing because the corresponding URLs are no longer available. The evaluation of LibDetect uses F2 scores, and we also computed the F2 scores for our evaluation.

The metrics presented in the evaluation of LibDetect are at the package level: the ground truth is a set of library packages for each app. The class-level pairs computed by the analysis are used to construct the corresponding package sets; we did the same for the output of Orlis. Recall and precision are computed based on these package sets. Following the metrics used in this prior work, both precision and recall were computed by using the average number of true positives, false positives, and false negatives across all apps.

For the i-th analyzed app, let the number of true positives, false positives, and false negatives be $tp_i$, $fp_i$, and $fn_i$, respectively. The average number of true positives $\overline{tp}$ is the average of all $tp_i$. The average number of false positives $\overline{fp}$ and the average number of false negatives $\overline{fn}$ are defined similarly. The overall precision, recall, and F2 score are computed as follows:

\[
\text{recall} = \frac{\overline{tp}}{\overline{tp} + \overline{fn}}
\]
\[
\text{precision} = \frac{\overline{tp}}{\overline{tp} + \overline{fp}}
\]
\[
F2 = \frac{5 \times \text{precision} \times \text{recall}}{4 \times \text{precision} + \text{recall}}
\]

We computed the same metrics in our evaluation. Since the ground truth provided at LibDetect’s web site does not contain class-level mappings, we were unable to compute precision and recall at the class level (unlike for FDroidData, where we know the class-level ground truth). The results from this experiment are shown in Figure 5a. Overall, Orlis exhibits higher precision and recall. This indicates that using interprocedural features such as call graphs and class hierarchies is a viable approach for library detection.

We also measured the running time for both tools. LibDetect needs to parse each known library and store the necessary information in a database. Similarly, Orlis processes each known library, builds call graphs, derives string features and digests, and stores them in its repository. Repository building is a one-time cost; it is also highly parallelizable. Typically, the number of known libraries is smaller than the number of apps that would be analyzed against the repository. Figure 5b shows the time for both repository building (“pre-process”) and app analysis (“computation”). Orlis takes more time to construct its repository, but the cost of app analysis is lower. Besides the time cost, both LibDetect and Orlis have to store the library information to disk. For the libraries in the LibDetectData data set, LibDetect uses 8812 MB space in a MySQL database, while Orlis uses 460 MB of files on disk. These measurements do not include the space to store the library jars.

[1] We sincerely thank the authors of LibDetect for their valuable help with providing information about their experiments and benchmarks.
4.3 Effect of Thresholds

In our approach, it is possible to set a cut-off threshold in Stage 1 or Stage 2. Pairs whose similarity score does not exceed the threshold (or, for TLSH, is not smaller than the threshold) are considered non-matching by default. The experiments described so far use the threshold of 300 for TLSH and 0 for the remaining digest functions. It is interesting to see how different threshold values affect both stages. We selected 10 thresholds, equally spaced, from the “least restrictive” end to the “most restrictive” end of the similarity score range. Figure 6 shows the changes of the recall and precision for Stage 1 and Stage 2 using FDroidData. As expected, recall in Figure 6a and Figure 6c decreases while the precision in Figure 6b and Figure 6d increases when the threshold becomes more restrictive. Depending on the use case, the desired trade-off may be selected by choosing the appropriate threshold. For example, when using library detection as a pre-processing step in clone/repackage detection (to remove library classes from further consideration), a relatively loose threshold may be more appropriate in order to detect as many as library classes as possible.

5 RELATED WORK

Android obfuscation. There is a small but growing body of work related to Android obfuscation. One representative example is a new obfuscation approach that integrates several techniques including native code, variable packing, and dead code insertion citekovachevaiait13. Another study considered several obfuscation techniques and their properties (e.g., monotonicity) cite. De-obfuscation approaches have also been proposed. One recent example is an approach based on a probabilistic model cite. ProGuard is the only obfuscator considered in that work; further, the technique considers only the renaming of program elements (e.g., methods and classes), but not repackaging or control-flow modifications. Wang et al. cite propose a machine learning approach to identify the obfuscator used to modify a given obfuscated app. Hammad et al. cite studied the impact of obfuscation on Android anti-malware products by investigating 7 obfuscators and 29 obfuscation techniques. This work aimed to analyze the influence of obfuscation on existing tools. Garcia et al. cite proposed a machine learning approach to identify the family of Android malware even in the presence of obfuscation, by using Android APIs, reflection, and native calls as features. This study focused on anti-malware analysis and considered obfuscation-resilient properties different from the ones used in our work. We also investigate popular obfuscators and the techniques they employ, but our goal is to identify code features that can be used to identify third-party libraries.

Third-party library detection in Android. As discussed earlier, there is a body of work on library detection for Android cite. Some of these techniques have obfuscation-resilient aspects, but as described in Section 2, several assumptions...
used in these tools are violated by commonly-used Android obfuscators. Our approach is specifically designed to exploit obfuscation-resilient features. AdDetect [38] and PEDAL [36] use machine learning to detect advertisement libraries in Android apps. However, these approaches can only handle this particular category of libraries, while our approach is applicable to any library. Li et al. [33] investigated the common libraries used in Android apps by mining libraries in a large number of apps. The purpose of this work is to study popular Android libraries. The resulting library package list is not aimed at detecting libraries for a given obfuscated app.

**Similarity digests.** Similarity digests are somewhat similar to standard hashes, but allow one to measure the similarity between two data objects based on comparison of their digests. Several different techniques have been developed in this area. One scheme is based on feature extraction (e.g., sdbash [45]), which is a statistical approach for selecting fingerprinting features that are most likely to be unique to a data object. Another scheme is fuzzy hashing (e.g., ssddep [32]), which uses rolling hashes and produces a pseudo-random value where each part of the digest only depends on a fragment of the input. The result is treated as a string and is compared with other digests on the basis of edit distance. Roussev et al. [46] proposed a similarity approach that uses partial knowledge of the internal object structure and Bloom filters. Follow-up work [47] attempts to balance performance and accuracy by maintaining hash values at several resolutions, but requires understanding of the syntactic structure of data objects, which affects its generality. Locality sensitive hashing is also a type of similarity digest. Locality-sensitive hashing [31] was originally used for a randomized hashing framework for efficiently approximating nearest neighbor search in high dimensional space. Since then, it has become one of the most popular solutions for this type of problem. In general, there are two approaches: (1) approximating the distance between data objects by comparing their hashes, and (2) mapping similar objects to the same bucket in a hash table, after which search is performed within a bucket. The hashing functions TLSH [40] and n11simsa [16] discussed in Section 4 belong to the former category. For the second category, many hash functions (e.g., [10, 17, 19]) have been developed for Euclidean distance, angle-based distance, Hamming distance, etc. However, such distance metrics cannot be applied directly to our data.

6 CONCLUSIONS

Identification of third-party libraries in Android apps is of significant interest for a variety of clients. Existing library detection techniques do not handle well the variety of code transformations employed by current Android obfuscators. We propose to use call graphs and class hierarchies as the basis for library matching, together with similarity digests for efficiency. Our experimental results indicate that the proposed ORLIS tool advances the state of the art in obfuscation-resilient library detection for Android.
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